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Background and Objectives: Detecting multiple entities within financial texts and 
accurately analyzing the sentiment associated with each is a challenging yet critical 
task. Traditional models often struggle to capture the nuanced relationships 
between multiple entities, especially when sentiments are context-dependent and 
spread across different levels of a document. Addressing these complexities requires 
advanced models that can not only identify multiple entities but also distinguish 
their individual sentiments within a broader context. This study aims to introduce 
and evaluate two novel methods, ENT-HAN and SNT-HAN, built upon the 
Hierarchical Attention Networks, specifically designed to enhance the accuracy of 
both entity extraction and sentiment analysis in complex financial documents. 
Methods: In this study, we design ENT-HAN and SNT-HAN methods to address the 
tasks of multi-entity detection and sentiment analysis within financial texts. The first 
method focuses on entity extraction, where capture hierarchical relationships 
between words and sentences. By utilizing word-level attention, the model 
identifies the most relevant tokens for recognizing entities, while sentence-level 
attention helps refine the context in which these entities appear, allowing the model 
to detect multiple entities with precision. The second method is applied for 
sentiment analysis, aiming to classify sentiments into positive, negative, or neutral 
categories. The sentiment analysis model employs hierarchical attention to identify 
the most important words and sentences that convey sentiment about each entity. 
This approach ensures that the model not only focuses on the overall sentiment of 
the text but also accounts for context-specific variations in sentiment across 
different entities. Both methods were evaluated on FinEntity dataset, and the results 
demonstrate their effectiveness, with significantly improving the accuracy of both 
entity extraction and sentiment classification tasks. 
Results: The ENT-HAN and SNT-HAN demonstrated strong performance in both 
entity extraction and sentiment analysis, outperforming the methods they were 
compared against. For entity extraction, ENT-HAN was evaluated against RNN and 
BERT models, showing superior accuracy in identifying multiple entities within 
complex texts. In sentiment analysis, SNT-HAN was compared to the best-
performing method previously applied to FinEntity dataset. Despite the good 
performance of the existing methods, SNT-HAN demonstrated superior results, 
achieving a better accuracy. 
Conclusion: The outcome of this research highlights the potential of the ENT-HAN 
and SNT-HAN for improving entity extraction and sentiment analysis accuracy in 
financial documents. Their ability to model attention at multiple levels allows for a 
more nuanced understanding of text, establishing them as a valuable resource for 
complex tasks in financial text analysis. 
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Introduction 

In the realm of natural language processing (NLP), 

sentiment     analysis     has     progressed     from     broad 

 
evaluations of textual sentiment to more precise, entity-

level sentiment analysis, reflecting the growing need for 

detailed insights that businesses, social platforms, and 
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researchers seek to better understand public opinion. 

This granular approach is particularly crucial in the 

financial domain, where sentiment analysis has become 

an indispensable tool for deciphering market trends, 

investor behavior, and overall economic sentiment [1]. By 

focusing on specific financial entities such as companies, 

stocks, or market indices within a text, entity-level 

sentiment analysis provides a more nuanced 

understanding than traditional document-level or 

sentence-level analyses, offering critical insights into how 

individual entities are perceived [2]. These insights are 

essential for predicting market movements and 

evaluating investor sentiment with a greater accuracy. 

The challenge in this domain is twofold: first, 

accurately identifying financial entities within complex 

and often ambiguous language; second, determining the 

sentiment directed at each entity, which can vary 

significantly within different contexts. Traditional 

methods, which often rely on rule-based approaches or 

classical machine learning, struggle to capture the 

intricate dependencies and nuances present in financial 

texts, especially when multiple entities are discussed with 

differing sentiments. For example, in this paragraph: 

"Among the highlights of this week, Macy's raised its 

annual profit forecast, easing some investor worries over 

consumer spending after recent disappointments on the 

earnings front from Walmart and other big names.", 

several financial entities are referenced, but their 

sentiments differ, with a positive sentiment for Macy’s 

and a negative sentiment for Walmart. 

To address the above challenges, this paper proposes 

utilizing the Hierarchical Attention Network (HAN) [3], 

suggesting the ENT-HAN method for multi-entity 

detection and the SNT-HAN method for sentiment 

analysis. These methods are designed to model 

hierarchical structures in the text, capturing both word-

level and sentence-level dependencies. The model 

consists of two key attention mechanisms: one at the 

word level and another at the sentence level. At the word 

level, the attention mechanism identifies the most 

relevant words within each sentence, assigning higher 

weights to words that contribute more significantly to the 

task at hand, such as entity extraction or sentiment 

detection. These weighted word representations are then 

aggregated into a sentence representation. At the 

sentence level, the attention mechanism operates 

similarly, focusing on the most informative sentences 

within the text, producing a document-level 

representation. This hierarchical structure allows the 

models to focus on the most critical parts of a text, 

enabling them to handle longer and more complex 

documents more effectively. The models are particularly 

                                                           
1 The FinEntity dataset is publicly accessible at 
https://github.com/yixuantt/FinEntity 

suited for tasks involving multiple entities or sentiments, 

as they capture context at both granular and holistic 

levels. 

Entity extraction plays a pivotal role in the sentiment 

analysis process, as it enables the precise identification of 

specific entities within text, allowing for a more targeted 

and accurate assessment of sentiment. By isolating 

entities, sentiment analysis can be more effectively 

tailored to evaluate opinions and emotions associated 

with particular individuals, organizations, or products, 

thus enhancing the overall reliability and relevance of the 

analysis [4]. When the critical step of accurately 

identifying multiple entities within a text is successfully 

completed, it becomes feasible to proceed to the 

sentiment analysis of each entity with greater ease and 

confidence. Successfully addressing the first challenge of 

entity extraction lays a strong foundation, allowing the 

second challenge—analyzing the sentiment associated 

with each entity—to be tackled more effectively and with 

higher reliability. 

By applying ENT-HAN and SNT-HAN, we aim to 

enhance the precision of entity extraction and enhance 

the accuracy of sentiment analysis at the entity level. The 

proposed models are evaluated on FinEntity dataset1 [5], 

with a comparison to existing methodologies, 

demonstrating its superior performance in extracting 

multiple entities dynamics and sentiments associated 

with each entity in financial texts. 

Related Work 

This section primarily reviews the most relevant 

papers on financial sentiment analysis and event-based 

sentiment analysis. 

A.  Financial Sentiment Analysis 

Sentiment analysis has evolved an essential tool within 

the financial industry, providing valuable insights into 

market trends, investor behavior, and economic 

outlooks [6]. Unlike general sentiment analysis, which 

focuses on broader textual sentiment, financial sentiment 

analysis specifically targets the emotions and opinions 

expressed about financial entities, such as companies, 

stocks, and market indices. The unique characteristics of 

financial texts—often laden with technical jargon, 

abbreviations, and context-dependent phrases—demand 

specialized approaches that can accurately capture and 

interpret sentiment within this domain. Over the past 

decade, numerous studies have explored various 

methods for extracting and analyzing sentiment in 

financial contexts, from traditional machine learning 

techniques to more recent advancements in natural 

language processing and deep learning. This section 

examines the most influential works that have shaped the 
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current landscape of financial sentiment analysis, 

highlighting key methodologies and their impact on the 

field.  

One of the pioneering studies applying deep learning 

techniques to financial polarity analysis was conducted by 

Kraus and Feuerriegel [7]. They employed a Long Short-

Term Memory (LSTM) neural network to analyze ad-hoc 

company announcements and predict stock market 

movements, demonstrating that their method 

outperformed conventional machine learning 

approaches. Several other research efforts have explored 

diverse neural network architectures for financial 

sentiment analysis. Sohangir et al. [8] tested diverse 

neural network models on a StockTwits dataset and 

discovered that Convolutional Neural Networks (CNNs) 

yielded the highest level of performance. Lutz et al. [9] 

utilized doc2vec to generate sentence embeddings from 

company-specific announcements and employed multi-

instance learning to forecast stock market results. 

Additionally, Maia et al. [10] combined text simplification 

with LSTM networks to classify sentences from financial 

news by sentiment, attaining cutting-edge outcomes in 

the Financial PhraseBank dataset. 

While advanced deep learning approaches and 

specialized language models have been widely adopted to 

enhance sentiment analysis in finance, tailored versions 

of BERT for specific fields, such as FinBERT [11], have 

markedly enhanced financial sentiment analysis by being 

finely tuned for financial texts, leading to improved 

reliability and accuracy. Fatouros et al. [12] used a zero-

shot prompting method, they evaluate various ChatGPT 

prompts on a carefully selected dataset of forex news 

headlines for sentiment classification. Moreover, they 

investigate the relationship between predicted sentiment 

and market returns as an additional evaluation metric. In 

comparison to FinBERT, a well-regarded model for 

financial sentiment analysis, ChatGPT demonstrated 

roughly 35% better performance in sentiment 

classification and a 36% stronger correlation with market 

returns. Ardekani et al. [13] developed FinSentGPT, a 

financial sentiment forecasting model built on a refined 

version of ChatGPT. Evaluating it on U.S. media news and 

a multilingual dataset from the European Central Bank, 

they found that FinSentGPT matches the performance of 

a top English finance sentiment model, outperforms a 

traditional machine learning model, and accurately 

predicts sentiment across different languages. This 

suggests that sophisticated large language models can 

provide adaptable and context-sensitive financial 

sentiment analysis across languages. 

Luo and Mo in their paper [14] investigated sentiment 

towards the 45th President of the United States in news 

articles employing a novel entity sentiment analysis 

model known as the Negative Sentiment Smoothing 

Model (NSSM). The NSSM model adjusts sentiment scores 

by accounting for Negative Associated Entities (NAEs), 

that are entities linked to negative sentiments within the 

data. Three versions of the NSSM model (NSSM-A, NSSM-

B, and NSSM-C) were developed using a smoothing 

algorithm. The study focused on "Trump" as the target 

entity and assessed the effectiveness of the NSSM models 

on a dataset comprising 10,993 paragraphs of news 

related to the target entity, gathered from CNN, FOX, and 

NPR over a three-month span from July 1, 2019, to 

September 30, 2019. The highest accuracy was achieved 

by NSSM-B, with an accuracy rate of 85.96%. 

B.  Entity-based Sentiment Analysis 

Effective entity extraction is crucial in the sentiment 

analysis process, as it enables the precise identification of 

the subjects or entities to which sentiments are directed. 

By accurately extracting entities, sentiment analysis can 

yield more targeted and contextually relevant insights, 

thereby improving the overall accuracy and reliability of 

the analysis. This section will examine the most influential 

works in the domain of entity-based sentiment analysis. 

Poria et al. [15] proposed an innovative deep learning 

approach for entity extraction in opinion mining, a critical 

task in sentiment analysis that focuses on identifying 

specific targets of opinions within a text, such as the 

attributes of a product or service being evaluated. They 

utilized a 7-layer deep convolutional neural network to 

classify each word in opinionated sentences as either an 

aspect or a non-aspect word. To further refine this 

process, they incorporated a set of linguistic patterns into 

the neural network. This hybrid classifier, coupled with a 

word-embedding model, was designed for sentiment 

analysis. The dataset used for training and testing 

spanned two domains: Laptop and Restaurant. The entity 

extraction framework achieved F-scores of 82% for the 

laptop domain and 87% for the restaurant domain. 

Zhao et al. [16] introduce a method for sentiment 

analysis and key entity detection that utilizes BERT, 

tailored specifically for mining financial texts and 

analyzing public opinion on social media platforms. Their 

approach begins by using a pre-trained model to perform 

sentiment analysis, after which key entity detection is 

approached as a sentence matching or Machine Reading 

Comprehension (MRC) task at various levels of 

granularity, with a primary focus on identifying negative 

sentiment. Their approach employed RoBERTa as the pre-

training model. Furthermore, they found that fine-tuning 

the pre-trained model yields better results than using it to 

generate sentence-level vectors for downstream models 

in their specific task. In the end, incorporating ensemble 

methods and focal loss further enhances performance to 

a certain degree. The experimental results show F1 scores 

of 95% and 85% on two publicly available financial 

negative entity recognition datasets, indicating that their 
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method significantly outperforms traditional approaches. 

Additionally, this method demonstrates 96% accuracy in 

sentiment analysis. 

Li et al. [17] introduce an innovative approach called 

the Twin Towers End-to-End model (TTEE) to address the 

Target and Aspect-Sentiment Detection (TASD) challenge. 

The TTEE model simplifies the complex TASD task by 

employing an end-to-end multi-task framework that 

concurrently handles target detection and aspect-

sentiment classification. It utilizes a twin towers 

architecture, based on BERT or its advanced variants, to 

effectively separate the context from the given aspects, 

thereby reducing redundant calculations and significantly 

enhancing computational efficiency. This approach 

provides a distinct advantage in identifying implicit target 

entities and their associated aspects and sentiments 

within the context, without the need for additional model 

architectures. The highest F1 measure achieved for entity 

extraction with this model is 68.39%. 

Wan et al. [18] propose a Span-based Multi-Modal 

Attention Network (SMAN) to address the joint task of 

entity and relation extraction. Although this study 

performs entity extraction on the data, the results are not 

utilized for sentiment analysis. Nonetheless, due to its 

focus on entity extraction, it has been included in this 

section. In the Entity Recognition stage, the model 

identifies two types of features: entity features (spans) 

represented by span units and contextual features 

(tokens) derived from the surrounding text. During the 

Relation Extraction (RE) stage, the model incorporates 

three types of features: entity features (spans), entity 

type features (labels), and contextual features (tokens). 

To enhance the modeling of interactions between these 

modalities, SMAN first generates unique representations 

for span units while capturing high-dimensional 

contextual features using a cloze mechanism. This 

mechanism allows the model to mask central span units, 

effectively learning contextual dependencies. 

Furthermore, entity type labels assist in refining 

relationship predictions, simulating the human reasoning 

process of associating entity types with potential 

relationships. 

The proposed SMAN architecture includes a Modal-

Enhanced Attention (MEA) module designed to model the 

contextual dependencies within single-modal data and 

facilitate fine-grained interactions among multi-modal 

data. By stacking MEA modules, the model captures 

enhanced representations of text and relationships. 

Extensive experiments on public datasets, including 

SciERC, ADE, and CoNLL04, demonstrate the superior 

performance of SMAN. The model delivers state-of-the-

art performance, demonstrating significant 

improvements in F1 scores for entity detection across 

various datasets. On the ADE dataset, which comprises 

4,272 samples extracted from medical reports and 

includes overlapping entities, SMAN achieves impressive 

F1 scores of 90.95%, highlighting its strong capability to 

manage complex overlapping scenarios effectively. 

Our Methodology 

This section begins by introducing the concepts and 

terminology used throughout this study, as well as the 

specific problem that our research addresses. The 

following provides a detailed explanation of the ENT-HAN 

and SNT-HAN models used for entity extraction and 

sentiment analysis. 

A. Terminology and Problem Statement 

This paper aims to solve two distinct tasks: entity 

extraction and sentiment analysis. A financial dataset 

consisting of 979 news articles is utilized, where all 

entities within each article are annotated along with their 

corresponding sentiments. The goal is to accurately 

identify the entities mentioned in the text and determine 

the sentiment (positive, negative, or neutral) associated 

with each entity. 

The key to achieving accurate entity sentiment analysis 

lies in precisely determining the boundaries of the text 

segment where sentiment-related words are connected 

to and influence the target entity. In news articles, using 

the paragraph as the unit boundary for entity sentiment 

analysis proves to be practical, as sentiment words within 

a paragraph are generally associated, either explicitly or 

implicitly, with the target entity [14]. 

For both tasks, the appropriate paragraph 𝑝 is first 

selected as the input unit. From the chosen paragraph, 

relevant sentences 𝑠 are identified, followed by extracting 

the most relevant words 𝑤 from those sentences. These 

selected units are then transformed into a three-

dimensional vector representation, (𝑝, 𝑠, 𝑤). Actually, for 

each entity 𝑖, the paragraph 𝑝𝑖  is selected in which the 

entity appears and then choose the m surrounding 

sentences related to that entity, 𝑝𝑖 = (𝑠1, 𝑠2, … , 𝑠𝑚), and 

each sentence comprises 𝑛 words, 𝑠𝑗  =  (𝑤1, 𝑤2, … , 𝑤𝑛). 

In fact, word 𝑘 from sentence 𝑗 in paragraph 𝑖 is 

positioned at the coordinates (𝑖, 𝑗, 𝑘) within the three-

dimensional input vector. This representation allows the 

model to effectively capture the hierarchical relationships 

between paragraphs, sentences, and words, ensuring that 

each word’s context within a sentence and its broader 

role in the paragraph are preserved during both entity 

extraction and sentiment analysis. 

Entity detection is a sequence labeling task. We 

formulate entity detection as a binary classification 

problem, the output 𝑌𝑖  is typically defined as a single value 

that represents one of the two possible classes. Given the 

word 𝑤, if 𝑤 is an entity, it is labeled as 1; otherwise, it is 

labeled as 0. 
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𝑌𝑖={
0         𝑖𝑓 𝑤𝑖𝑖𝑠 𝑛𝑜𝑡 𝑎𝑛 𝑒𝑛𝑡𝑖𝑡𝑦
1         𝑖𝑓 𝑤𝑖𝑖𝑠 𝑎𝑛 𝑒𝑛𝑡𝑖𝑡𝑦        

      (1) 

To formulate the sentiment analysis problem, which 

consists of three classes, i.e. positive, negative, and 

neutral, the output is computed according to the 

following equation: 

𝑌𝑖 = {

0   𝑖𝑓 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑖𝑠 𝑛𝑒𝑢𝑡𝑟𝑎𝑙
1   𝑖𝑓 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 2   𝑖𝑓 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑖𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
   (2) 

In this formulation, the model assigns a probability 

score to each sentiment class based on the features 

extracted from the input text. The class with the highest 

probability is selected as the predicted sentiment. This 

approach ensures that the classification process accounts 

for the nuanced differences between the three 

sentiments categories, leading to a more accurate 

representation of the emotional tone of the text. 

B.  Architecture Overview 

The proposed ENT-HAN and SNT-HAN are built upon 

Hierarchical Attention Network (HAN), an advanced deep 

learning model designed to capture hierarchical 

structures in sequential data, making it particularly 

effective for tasks involving long and complex texts. These 

methods operate through two distinct layers of attention: 

word-level and sentence-level. First, an embedded 

representation of each word is generated, typically using 

methods like GloVe or BERT. The word-level attention 

mechanism then calculates a relevance score for each 

word in a sentence, using a combination of bidirectional 

GRUs and attention weights to emphasize words that are 

crucial for the task, such as identifying entities or 

sentiment indicators. These weighted word vectors are 

aggregated into a sentence vector, effectively 

summarizing the sentence. 

At the next level, the sentence-level attention 

mechanism processes these sentence vectors, again 

applying a bidirectional GRU and attention mechanism to 

assign importance to specific sentences within a 

document. This enables the model to prioritize sentences 

that are more informative or contextually important for 

the task. The final output is a document-level 

representation that captures both fine-grained (word-

level) and broader (sentence-level) context, making ENT-

HAN and SNT-HAN well-suited for tasks multi-entity 

extraction and sentiment analysis in domains like financial 

text, where contextual nuances play a critical role. 

The models’ architecture consists of two layers. In each 

layer, inputs are transformed into one-dimensional 

vectors using a sequence encoder. An attention 

mechanism is then applied to these vectors, assigning 

higher weights to the most informative inputs. These 

weighted inputs are subsequently passed to the next 

layer. Ultimately, a Sigmoid function is utilized to produce 

the final output for entity extraction problem, indicating 

whether a word is likely to be an entity or not, and a 

Softmax function is used to produce the final output for 

the sentiment analysis problem, indicating whether an 

entity is positive, neutral or negative. The architecture of 

ENT-HAN model is depicted in the Fig. 1, and the 

subsequent sections will provide a more detailed 

explanation of this method. The architecture of the SNT-

HAN method is similar to the ENT-HAN, with the primary 

difference being the function used in the output layer. 

While the ENT-HAN method addresses a binary 

classification problem, the SNT-HAN deals with a multi-

class classification task. This distinction requires 

adjustments in the final layer, which are discussed in 

greater details in the following section.  

ENT-HAN and SNT-HAN models comprise multiple 

sections: a word sequence encoder, a word-level 

attention layer, a sentence encoder, a sentence-level 

attention layer. The following sub-sections explain each 

of these parts. 

 

Fig. 1: ENT-HAN architecture. 

The flowchart presented in Fig. 2 illustrates the step-

by-step process of the ENT-HAN model for the entity 

detection. Each component in the flowchart represents a 

crucial stage in the model’s operation. The process 

applied for sentiment analysis follows a similar approach, 

adhering to the same structure. This ensures consistency 

in how sentiments are extracted and classified across 

different entities and contexts within the text. 
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Further, Algorithm 1 and Algorithm 2 outline the 

detailed  steps  of  the   ENT-HAN   and   SNT-HAN  model,  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

respectively, summarizing their core operations and logic. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Flowchart of ENT-HAN model. 

 

Algorithm 1: Entity extraction process with ENT-HAN method 

Input: a set of news paragraphs (𝑃) belonging to all news documents, where each paragraph 𝑝𝑖 contains sentences, and each 
sentence 𝑠𝑗   contains words. 

1.  #Step 1: Preprocess inputs 

2.  𝑑𝑎𝑡𝑎 = [] 

3.  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑝𝑖  𝑖𝑛 𝑃 

4.       𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠𝑗 𝑖𝑛 𝑝𝑖 

5.             𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑤𝑜𝑟𝑑 𝑤𝑘  𝑖𝑛 𝑠𝑗 

6.              #Convert 𝑤𝑘into unique numerical representation 

7.               𝑑𝑎𝑡𝑎[𝑖, 𝑗, 𝑘] = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑟(𝑤𝑘) 

8.  #Step2: Map each word 𝑤𝑘 to word embedding using a pre-trained embedding model 

9.  𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞 = 𝐺𝑙𝑜𝑉𝑒(𝑤𝑘) 

10.  #Step 3: Word Encoding 

11.  𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 (𝐺𝑅𝑈(𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞)) 

12.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑) 

13.  #Step 4: Sentence Encoding 

14.  𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐺𝑅𝑈(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑)) 

15.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡) 

16.  #Step 5: Classification 

17.  𝑣𝑒𝑐𝑡𝑜𝑟𝑑𝑜𝑐 = 𝑑𝑒𝑛𝑐𝑒_𝑙𝑎𝑦𝑒(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡) 

18.  𝑒𝑛𝑡𝑖𝑡𝑦 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑣𝑒𝑐𝑡𝑜𝑟𝑑𝑜𝑐) 

19.  𝑟𝑒𝑡𝑢𝑟𝑛  𝑒𝑛𝑡𝑖𝑡𝑦  (0 𝑜𝑟1) #𝑟𝑒𝑡𝑢𝑟𝑛 0 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑜𝑘𝑒𝑛 𝑖𝑠 𝑛𝑜𝑡 𝑎𝑛 𝑒𝑛𝑡𝑖𝑡𝑦, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝑟𝑒𝑡𝑢𝑟𝑛 1 

 Output: predicted entities  
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1. Word Embedding 

Word embedding is a technique in natural language 

processing where words or phrases are represented as 

vectors in a continuous vector space. This enables the 

model to position semantically similar or related words 

closer together, based on patterns learned from the 

training data [19]. GloVe and BERT represent two 

different approaches to word embeddings, each with 

distinct advantages. GloVe (Global Vectors for Word 

Representation) is a static embedding model, which 

means that each word is assigned a single vector based on 

co-occurrence statistics across a large corpus. This 

approach captures general word meanings well, but it 

cannot handle context-specific variations in meaning. On 

the other hand, BERT (Bidirectional Encoder 

Representations from Transformers) generates dynamic 

embeddings, where a word’s representation depends on 

the surrounding context in the sentence. BERT, through 

its deep bidirectional architecture, captures nuanced, 

context-dependent meanings of words, making it more 

suitable for tasks like entity extraction and sentiment 

analysis in complex language structures. However, BERT 

is computationally more intensive compared to GloVe, 

which is faster but less capable of understanding context. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hence, pre-trained embedded vectors are used, using 

GloVe in one instance and BERT in another, to provide the 

model with an additional advantage in terms of 

performance [20]. 

2. Word Sequence Encoder 

Assume that a selected paragraph contains 𝑚 

sentences, and 𝑛 indicates the number of words in each 

sentence. The word in the 𝑖𝑡ℎ sentence is denoted as 𝑤𝑖𝑗  

where j𝜖[1, 𝑛]. Initially, the words are transformed into 

vectors through an embedding matrix 𝑊𝑒, resulting in 

𝑥𝑖𝑗 = 𝑊𝑒𝑤𝑖𝑗 . Next, word vectors are obtained from both 

directions using a bidirectional GRU, which processes 

input sequences in both backward and forward 

directions. In the forward direction, the input sequence is 

processed from the first word to the last word, with each 

word’s representation being influenced by the preceding 

words in the sequence. Simultaneously, in the backward 

direction, the input sequence is processed from the last 

word to the first word, where each word’s representation 

is influenced by the subsequent words in the sequence. 

This bidirectional approach captures contextual 

information from both preceding and subsequent words 

for each word in the sequence. 

Algorithm 2: Sentiment Analysis process with SNT-HAN method 

Input: a set of paragraphs (𝑃) with specified entities 

1.  #Step 1: Preprocess inputs 

2.  𝑑𝑎𝑡𝑎 = [] 

3.  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑒𝑛𝑡𝑖𝑡𝑦 in paragraph 𝑝𝑖 

4.       𝑠𝑒𝑙𝑒𝑐𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 {1. .15} 𝑎𝑛𝑑 𝑤𝑜𝑟𝑑𝑠 {1. .120} 

5.  𝑓𝑜𝑟 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠𝑗  𝑖𝑛 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑝𝑖 

6.         𝑓𝑜𝑟 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑤𝑜𝑟𝑑 𝑤𝑘  𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠𝑗 

7.             #Convert 𝑤𝑘into unique numerical representation 

8.            𝑑𝑎𝑡𝑎[𝑖, 𝑗, 𝑘] = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑟(𝑤𝑘) 

9.  #Step 2: Map each word 𝑤𝑘 to word embedding using a pre-trained embedding model 

10.  𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞 = 𝐺𝑙𝑜𝑣𝑒 𝑜𝑟 𝐵𝐸𝑅𝑇(𝑤𝑘) 

11.  #Step 3: Word Encoding 

12.  
𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 (𝐺𝑅𝑈(𝑒𝑚𝑏𝑒𝑑𝑠𝑒𝑞)) 

13.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑤𝑟𝑑) 

14.  #Step 4: Sentence Encoding 

15.  𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡 = 𝑏𝑖𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙(𝐺𝑅𝑈(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑟𝑑)) 

16.  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑙𝑎𝑦𝑒𝑟(𝑒𝑛𝑐𝑜𝑑𝑒𝑟𝑠𝑛𝑡) 

17.  #Step 5: Classification 

18.  𝑣𝑒𝑐𝑡𝑜𝑟𝑑𝑜𝑐 = 𝑑𝑒𝑛𝑐𝑒_𝑙𝑎𝑦𝑒(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑠𝑛𝑡) 

19.  𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣𝑎𝑐𝑡𝑜𝑟𝑑𝑜𝑐) 

20.  𝑟𝑒𝑡𝑢𝑟𝑛 0 𝑜𝑟 1 𝑜𝑟 2  #𝑅𝑒𝑡𝑢𝑟𝑛 0 𝑓𝑜𝑟 𝑛𝑒𝑢𝑡𝑟𝑎𝑙, 1 𝑓𝑜𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑 2 𝑓𝑜𝑟 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠   

Output: sentiment (positive, negative, neutral) of each entity 
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The Gated Recurrent Unit (GRU) is a gating mechanism 

introduced in 2014 by Cho et al. [21], and further 

developed by Chung et al. [22]. It offers the advantage of 

faster computation compared to many other recurrent 

neural network models, which are especially effective for 

handling sequential data. The GRU uses two gates—the 

reset gate and the update gate—that control the flow of 

information within each unit. The update gate, denoted 

as 𝑧𝑡
𝑗
, intuitively allows the model to regulate how much 

of the past information from the previous state should be 

retained and transmitted to the new state. This gate is 

computed by taking a linear combination of the previous 

hidden state and the current input, which is then 

processed through a Sigmoid function: 

 𝑧𝑡
𝑗
= 𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1)

𝑗              (3) 

where 𝑥𝑡 is the sequence vector at time 𝑡. The reset gate, 

denoted as 𝑟𝑡
𝑗
, determines how much of the previous 

hidden state should be forgotten or reset. This is achieved 

by taking a linear combination of the previous hidden 

state ℎ𝑡−1 and the current input 𝑥𝑡 , and then passing the 

result through an activation function. The reset gate is 

computed as: 

 𝑟𝑡
𝑗
= 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1)

𝑗            (4)  

here, 𝑊𝑟 represents the weight matrix, and 𝜎 is the 

Sigmoid activation function that ensures the gate's output 

remains between 0 and 1, effectively controlling the 

degree of resetting the previous hidden state. 

The new state ℎ𝑡
𝑗
 at time 𝑡 is a linear interpolation 

between the current new state ĥ𝑡
𝑗
 and the previous state 

ℎ𝑡−1
𝑗

: 

  ℎ𝑡
𝑗
= (1 − 𝑧𝑡

𝑗
)ℎ𝑡−1

𝑗
+ 𝑧𝑡

𝑗
ĥ𝑡

𝑗
            (5)  

The candidate state ĥ𝑡
𝑗
 is computed as follows: 

  ĥ𝑡
𝑗
= tanh (𝑊𝑥𝑡 + 𝑈(𝑟𝑡 ⊙ ℎ𝑡−1))

𝑗              (6)  

where ⊙ is an element-wise multiplication. If 𝑟𝑡  is zero, 

the model disregards the previous state. 

The bidirectional nature of the above approach allows 

the model to gain a deeper understanding of the context 

in which a word appears, thereby enhancing its ability to 

grasp semantic relationships and meanings. This dual 

perspective provides a richer representation of the word, 

improving the model’s capacity to acquire the full context 

of the text. Thus, we have: 

𝑥𝑖𝑗 = 𝑊𝑒𝑤𝑖𝑗 , 𝑗𝜖[1, 𝑛], 𝑖𝜖[1,𝑚] 

ℎ⃗ 𝑖𝑗 = 𝐺𝑅𝑈⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗(𝑥𝑖𝑗), 𝑗𝜖[1, 𝑛], 𝑖𝜖[1,𝑚] 

ℎ⃖⃗𝑖𝑗 = 𝐺𝑅𝑈⃖⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗ (𝑥𝑖𝑗), 𝑗𝜖[𝑛, 1], 𝑖𝜖[𝑚, 1]  

     (7) 

here, 𝑥𝑖𝑗  represents the transformation of the input 𝑤𝑖𝑗  

using a weight matrix 𝑊𝑒 and ℎ⃗ 𝑖𝑗  and ℎ⃖⃗𝑖𝑗 indicate the 

forward and backward GRU operation on 𝑥𝑖𝑗 , 

respectively. 

3. Word Attention 

In the Hierarchical Attention Network model, certain 

words are more critical to a sentence’s meaning. To 

effectively combine the representations of these 

informative words into a sentence vector, the ENT-HAN 

and SNT-HAN models employ an attention mechanism. 

Here’s a detailed breakdown of the process: 

a. Bidirectional GRU (Bi-GRU):  

The sentence is initially expressed as a sequence of 

word vectors. This sequence is processed through a 

bidirectional GRU, which handles the words in both 

their original order and reverse order. This 

bidirectional processing captures contextual 

information from both future and past words, 

resulting in a sequence of hidden states where each 

hidden state encapsulates the contextual information 

of a word within the sentence. 

b. One-Layer MLP: 

The hidden states from the Bi-GRU are fed into a 

one-layer Multilayer Perceptron (MLP). This layer 

performs a linear transformation followed by a non-

linear activation function to each hidden state to 

calculate the importance scores for each word. 

Specifically, the importance score 𝑢𝑖𝑗  is computed as: 

      𝑢𝑖𝑗 = tanh(𝑊𝑤ℎ𝑖𝑗 + 𝑏𝑤)                        (8) 

where 𝑊𝑤 is the weight matrix and 𝑏𝑤 is the bias term. 

c. Importance Measurement: 

The output of the MLP represents the importance 

scores for each word in the sentence. These scores 

indicate the relative importance of each word within 

the context of the entire sentence. 

d. Normalization (Softmax): 

To convert the importance scores into a normalized 

probability distribution, the scores are passed through 

a Softmax function. This function ensures that the 

importance weights sum to 1, with higher scores 

translating to higher weights: 

  𝛼𝑖𝑗 =
exp (𝑢𝑖𝑗

𝑇 𝑢𝑤)

∑ exp(𝑢𝑖𝑝
𝑇 𝑢𝑤)𝑝

      (9) 

here, 𝑢𝑤 is a vector representing the weights, and the 

denominator normalizes the weights across all words 

in the sentence. 

e. Sentence Representation: 

The normalized importance weights 𝛼𝑖𝑗  are used to 

compute the sentence representation by taking a 

weighted sum of the word vectors. The sentence 

vector 𝑠𝑖  is given by: 

 𝑠𝑖 = ∑𝛼𝑖𝑝ℎ𝑖𝑝

𝑝

        (10) 

where ℎ𝑖𝑝 represents the word vectors, and 𝛼𝑖𝑝 are 

the normalized importance weights. This aggregation 
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focuses on the most relevant words, resulting in a 

sentence vector that effectively captures the key 

information. 

This mechanism enables the model to concentrate on 

the most significant words when generating a 

representation for the entire sentence. 

4. Sentence Sequence Encoder 

The same procedure used for encoding words is 

applied to the derived sentence vectors to create the 

document vector. A bidirectional GRU is employed to 

encode the sentences: 

ℎ⃗ 𝑖 = 𝐺𝑅𝑈⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗(𝑠𝑖), 𝑖𝜖[1,𝑚] 

ℎ⃖⃗𝑖 = 𝐺𝑅𝑈⃖⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗ (𝑠𝑖), 𝑖𝜖[𝑚, 1] 
       (11) 

For getting an annotation of sentence 𝑖, ℎ⃗ 𝑖  and ℎ⃖⃗𝑖 must 

be concatenated, i.e., ℎ𝑖 = [ℎ⃗ 𝑖, ℎ⃖⃗𝑖]. ℎ𝑖  encapsulates the 

neighboring sentences surrounding sentence 𝑖 while still 

concentrating on this sentence. 

In this part of ENT-HAN and SNT-HAN model, GRU-

based sequence encoder is the same as the one applied 

in the word encoder. 

5. Sentence Attention 

Each sentence in a news article conveys a distinct 

semantic meaning, hence it is essential to calculate 

attention weights for different sentences individually to 

emphasize those that are more critical for event 

detection. To compute the document vector 𝑣𝑘, which 

summarizes all the information from the sentences in a 

paragraph of a news article, the following formulas are 

used: 

𝑢𝑖 = tanh(𝑊𝑠ℎ𝑖 + 𝑏𝑠) 

𝛼𝑖 =
exp(𝑢𝑖

𝑇𝑢𝑠)

∑ exp(𝑢𝑝
𝑇𝑢𝑠)𝑝

 

𝑣 = ∑𝛼𝑝ℎ𝑝

𝑝

 

  (12) 

A transformation is applied to the hidden state ℎ𝑖  using 

learnable parameters 𝑊𝑠 and 𝑏𝑠, producing an 

intermediate representation 𝑢𝑖. Then, attention weights 

𝛼𝑖  are computed by measuring the similarity between  𝑢𝑖  

and a context vector 𝑢𝑠, normalized over all inputs. By 

following this process, the document vector 𝑣 effectively 

captures the key information from the paragraph, 

highlighting the sentences that contribute most to the 

event detection and sentiment analysis tasks. 

6: Prediction in Entity Extraction 

To predict the probability of binary classification (with 

only two classes, entity and non-entity), the Sigmoid 

function is applied. The Sigmoid function transforms the 

model’s output into a probability value between 0 and 1.  

  𝜌 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑝𝑑 + 𝑏𝑝)      (13) 

Specifically, Sigmoid function takes any real-valued 

input and transforms it into a value in range 0 and 1, 

allowing the model to interpret the output as the 

probability of a given class. If the output of the Sigmoid 

function is closer to 1, the model predicts the positive 

class (e.g., entity present); if it’s closer to 0, it predicts the 

negative class (e.g., entity absent). This makes the 

Sigmoid function ideal for binary classification problems, 

as it converts raw predictions into easily interpretable 

probabilities. To optimize the model during training, the 

cross-entropy loss function is employed. Cross-entropy 

quantifies the disparity between the predicted 

probabilities 𝑞(𝑥) and the actual labels 𝑝(𝑥). It assesses 

how effectively the predicted probability distribution 

corresponds with the actual distribution of the labels. The 

cross-entropy loss function 𝐶𝐸 is defined as: 

  𝐶𝐸 = −∑ 𝑝(𝑥) log2 𝑞(𝑥)
𝑥

   (14) 

7. Prediction in Sentiment Analysis 

For sentiment analysis, however, the Softmax function 

is employed, as it is designed for multi-class classification 

with three sentiment categories: positive, negative, and 

neutral. The Softmax function assigns a probability to 

each class, ensuring that the sum of probabilities across 

the three sentiment classes equals 1, facilitating a more 

accurate sentiment prediction. 

𝜌 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑝𝑑 + 𝑏𝑝)        (15)  

To optimize the SNT-HAN model during training, 

similar to ENT-HAN, the cross-entropy loss function is 

employed. 

Experiments 

In this study, the FinEntity dataset is used, a 

comprehensive collection of financial texts annotated 

with sentiment labels. The dataset consists of 979 

example paragraphs, featuring a total of 2,131 entities 

classified into three sentiment categories: Positive, 

Negative, and Neutral. Notably, approximately 60% of the 

paragraphs in the dataset contain multiple entities, 

making it particularly challenging and relevant for tasks 

involving complex entity extraction in financial contexts. 

It is possible that in a sentence containing multiple 

entities, the sentiment associated with each entity may 

differ, presenting a complex challenge that required 

careful attention to address. This variability in sentiment 

adds an additional layer of difficulty to the analysis, as it 

requires distinguishing between the emotional tones 

linked to each individual entity within the same textual 

context. 

To extract entities from this dataset and to identify the 

sentiments associated with each of the entities, we 

employed ENT-HAN and SNT-HAN methods, respectively 

and we found them highly effective for performing entity 

extraction and sentiment analysis tasks. The ENT-HAN 

method demonstrated strong performance in accurately 

identifying and classifying entities within the financial 

texts of the FinEntity dataset. Its ability to handle the 
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intricacies of financial language, including the detection 

of multiple entities within the same paragraph, proved to 

be particularly beneficial. Additionally, SNT-HAN method 

shows to be highly effective in analyzing the sentiments 

associated with these entities, delivering strong 

performance in accurately capturing and classifying their 

emotional context. 

A. Dataset 

This description provides an overview of the FinEntity 

dataset, which is a collection of paragraphs focused on 

financial text. Here's a summary of the key details: 

 Total Examples: 979 paragraphs. 

 Total Entities: 2,131 entities classified into three 

sentiment categories: 

o Positive Entities: 503 entities (approximately 24% of 

the total). 

o Negative Entities: 498 entities (approximately 23% 

of the total). 

o Neutral Entities: 1,130 entities (approximately 53% 

of the total). 

 Sentiment Label Distribution: The distribution across 

Positive, Negative, and Neutral entities is fairly 

balanced, though Neutral entities form the majority. 

 Entity Presence in Text: About 60% of the financial text 

contains multiple entities, indicating that the dataset 

often features paragraphs with more than one entity 

labeled with a sentiment. 

B. Settings 

Testing different values for model parameters and 

selecting the optimal ones is a crucial aspect of model 

development and fine-tuning. In this study, we 

systematically explored various parameter settings to 

identify the configurations that yield the best 

performance for our model.  

This process involved adjusting and evaluating multiple 

hyper-parameters to optimize the model’s accuracy and 

effectiveness. The selected hyper-parameters that were 

found to produce the most favorable results are detailed 

in Table 1. 
 

Table 1: The setting of hyper-parameters 
 

Hyper-parameter ENT-HAN SNT-HAN 

Batch Size 56 56 

Max Sentence Length 100 120 

Max Sentence Number in a 
Paragraph 

7 15 

Embedding Dimensions 100 100 

Validation Split 20% 20% 

Epochs 10 10 

GRU Dimensions 50 50 

Word Dimensions 100 100 

Sentence Dimensions 100 100 

The evaluation metric for assessing ENT-HAN model 

performance is the F1 score, which provides a balanced 

measure of recall and precision, ensuring that our model 

performs well across both aspects. The evaluation metric 

for assessing SNT-HAN model is accuracy. 

C.  Experimental Results of Entity Detection 

For comparison purposes, a comparative analysis is 

conducted between ENT-HAN method, the BERT model—

a widely recognized benchmark in natural language 

processing tasks—and the Recurrent Neural Network 

(RNN) model. By evaluating our approach against these 

well-established models, we aim to assess the relative 

strengths and weaknesses of ENT-HAN method in terms 

of entity extraction within financial texts. This comparison 

provides an understanding of how our method performs 

in relation to both the cutting-edge BERT model and the 

traditional RNN approach.  

BERT (Bidirectional Encoder Representations from 

Transformers) [23] is a transformative method in natural 

language processing that has significantly advanced the 

state of the art in various tasks, including entity 

extraction. Unlike traditional models that process text 

sequentially, BERT employs a bidirectional approach, 

allowing it to capture the context of a word based on both 

its preceding and following words. This deep contextual 

understanding enables BERT to more accurately identify 

and classify entities within a text. Its pre-training on vast 

amounts of text data and subsequent fine-tuning for 

specific tasks have made BERT particularly effective in 

extracting nuanced and context-sensitive entities, which 

is crucial for applications in complex domains like finance 

literature. 

Recurrent Neural Networks (RNNs) [24] are a type of 

neural network specifically designed to handle sequential 

data by retaining a memory of prior inputs. This capability 

enables RNNs to capture temporal dependencies, making 

them well-suited for tasks such as language modeling, 

time series forecasting, and sequence classification. 

The Decoding Enhanced BERT with Disentangled 

Attention (DeBERTa) [25], introduced by Microsoft, 

represents an advanced variation of the BERT 

architecture that has achieved significant benchmarks 

across numerous natural language processing tasks. This 

model excels particularly in tasks such as entity extraction 

and sentiment classification, thanks to its ability to 

capture intricate linguistic structures and contextual 

relationships within text. Unlike its predecessors, 

DeBERTa employs a disentangled attention mechanism, 

which uses two separate vectors for each token—one to 

represent its semantic content and the other to encode 

its positional information. This disentangled 

representation allows the model to better understand the 

nuanced interactions between words in various contexts. 
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Furthermore, the model enhances its pre-training process 

through an improved mask decoder, optimizing its 

performance on masked language modeling tasks by 

providing more accurate predictions for masked tokens. 

Collectively, these innovations enable DeBERTa to deliver 

state-of-the-art performance in understanding and 

processing complex textual data. The primary metrics 

utilized for comparison in our study on the entity 

extraction problem include F1 score, precision, recall, and 

accuracy [26]. These metrics are widely recognized in 

classification tasks, with the F1 score providing a balanced 

measure of recall and precision, precision evaluating the 

proportion of correctly identified positive instances, recall 

measuring the proportion of actual positive instances 

correctly identified, and accuracy reflecting the overall 

correctness of predictions. Precision refers to the ratio of 

true positive predictions among the total number of 

positive predictions made by the model. It answers the 

question: "Out of all the entities the model identified as 

relevant, how many were actually relevant?"  

On the other hand, recall is the ratio of true positive 

predictions to the total number of actual positive 

instances in the dataset. It addresses the question: "Out 

of all the relevant entities in the dataset, how many did 

the model successfully identify?". The F1 score is then 

defined as: 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
    (16) 

This metric is particularly valuable in situations where 

there is a discrepancy in the number of relevant and 

irrelevant cases, as it provides a more thorough 

assessment of model performance by taking into account 

both false positives and false negatives. Focusing on the 

F1 score ensures that our comparison captures the overall 

effectiveness of the models in accurately identifying and 

classifying entities. Accuracy measures the proportion of 

correctly classified instances (both positive and negative) 

to the total number of instances. It reflects the overall 

effectiveness of a model in making correct predictions. 

The formula is: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
  (17) 

The comparative analysis evaluated the performance 

of ENT-HAN method against the RNN, BERT and DeBERTa 

model, specifically, the study focuses on the F1 score (f1) 

as the key metric while also incorporating precision 

(Prec.), recall (Rec.), and accuracy to provide a 

comprehensive evaluation of model performance. The 

results in Table 2 show that ENT-HAN model surpasses 

RNN, BERT, and DeBERTa by achieving higher scores 

across all key metrics. This demonstrates the model's 

ability to balance precision and recall effectively in entity 

extraction tasks, accurately identifying relevant entities 

while minimizing false positives and false negatives. The 

ENT-HAN model's superior F1 score highlights its 

enhanced capability in capturing the context-sensitive 

nature of financial entities compared to BERT and 

DeBERTa. Leveraging its advanced attention mechanism, 

the model prioritizes the most critical sentences and 

words within the content, significantly improving entity 

recognition performance. 
 

Table 2: Comparison of our model with baseline model 
 

Method Prec. Rec. F1    Accuracy 

RNN 73.9 80.6 77.1 60.24 

BERT 85.9 92.8 89.2 75.44 

DEBERTA 90.8 96.5 93.6 93.35 

ENT-HAN 89.2 96.7 92.8 93.90 
 

The performance of DeBERTa and ENT-HAN model, 

which exhibit similar behavior in entity extraction, was 

compared in terms of computational time complexity and 

memory usage during execution. The results of this 

comparison, calculated for each epoch, are presented in 

the Table 3. The findings indicate that while DeBERTa 

demonstrates high predictive accuracy, it comes with 

significantly higher time and space complexity compared 

to ENT-HAN. This trade-off highlights the potential 

limitations of DeBERTa for scenarios requiring efficient 

computation and resource utilization. 
 

Table 3: Comparison of DeBERTa and ENT-HAN complexity 

 

Method Time Complexity 
(Sec) 

Space Complexity 
(MB) 

DeBERTa 2925.9576 9050.84 

ENT-HAN 1304.4537 4548.47 
 

This part aims to evaluate our approach against those 

introduced in the literature, despite the fact that none of 

these approaches used the same dataset, and the 

datasets and domains they addressed differ significantly. 

While this makes a precise comparison challenging, it may 

still provide a general perspective on the effectiveness of 

our method.  
 

Table 4: Comparison of different methods evaluated on 
different datasets 

Method Dataset F1 Score 

CNN+Linguistic 
Patterns [15] 

LAPTOP REVIEWS 82.32% 

Restaurant Reviews 87.17% 

Ensemble-Focal-
Loss [16] 

2019 CCF BDCI 95.25% 

2019 CCKS 85.05% 

TTEE [17] 

RES15 58.94% 

Res16 68.39% 

ACOS_LAPTOP 43.94% 

SMAN [18] ADE 90.95% 

ENT-HAN FinEntity 92.80% 
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Importantly, as shown in Table 4, our approach 
demonstrates a high level of accuracy in correctly 
identifying multiple entities within a single sentence—a 
capability that is not highlighted in any of the other 
methods. This advantages of accurately extracting 
multiple entities further underscores the robustness of 
our method, even if direct comparisons are limited by 
differences in datasets and application domains.  

D.  Experimental Results of Sentiment Analysis 

In the case of the sentiment analysis problem, we 

compare our findings with those presented in the original 

paper [5] that introduced the dataset. In that study, six 

different methods were applied to the dataset, which is 

briefly described below. The methods include BERT, BERT-

CRF, FinBERT, FinBERT-CRF, ChatGPT (zero-shot), and 

ChatGPT (few-shot). The BERT method, as previously 

explained, serves as the baseline for comparison. FinBERT 

is a specialized variant of the BERT model, designed by 

Yang et al. in 2020 [27] to address the unique challenges 

of natural language processing within the financial 

domain. Unlike standard BERT, which is trained on 

general language corpora, FinBERT is pre-trained on large 

datasets of financial texts, such as earnings reports, news 

articles, and financial statements, enabling it to better 

understand domain-specific language, terminology, and 

context. For each token’s hidden output, FinBERT applies 

a linear layer to perform tasks like sentiment analysis. This 

model is particularly effective in tasks that require a deep 

understanding of financial jargon and context, and when 

combined with Conditional Random Field (CRF) [28] layers 

(as in FinBERT-CRF), it further improves performance in 

sequence-based tasks such as sentiment classification. 

Few-shot [29] and zero-shot learning [30] of ChatGPT are 

used to perform tasks with minimal or no task-specific 

training data. In zero-shot learning, the model is given a 

task without any prior examples or training for that 

specific task. It relies entirely on its general knowledge 

and pre-training to generate a response. For instance, in 

sentiment analysis, a zero-shot approach would attempt 

to identify the sentiment of entities based solely on its 

understanding of language, without seeing any labeled 

examples beforehand. In few-shot learning, the model is 

provided with a small number of examples (few-shot 

examples) to learn the task before making predictions. 

This technique allows the model to better understand the 

structure or rules of the task with minimal data, improving 

its performance compared to zero-shot. In both 

approaches, ChatGPT leverages its extensive pre-training, 

but few-shot learning typically yields more accurate and 

reliable results, especially in complex tasks like sentiment 

analysis. 

This study employs micro-avg, macro-avg, and 

weighted-avg methods for prediction, three commonly 

used averaging methods for precision, recall, and F1-

score provide different perspectives on performance. 

Micro-Averaging method aggregates true positives, false 

positives, and false negatives across all classes and 

computes the metrics globally. It is effective for datasets 

with class imbalance, as it gives equal weight to each 

instance. Macro-Averaging approach calculates the 

metric for each class independently and then averages 

them. It treats all classes equally, regardless of their size, 

which can highlight performance disparities between 

minority and majority classes. Weighted Averaging 

technique calculates metrics for each class and averages 

them, weighted by the number of instances in each class. 

It balances the influence of each class based on its 

prevalence, making it useful for understanding the 

model's overall performance in imbalanced datasets. 

Among the models applied in the aforementioned 

paper, the FinBERT-CRF model achieved the best 

performance, with a macro average of 85%. The ChatGPT 

method does not perform particularly well in sentiment 

analysis tasks, it has the lowest level of accuracy. Despite 

its strong language modeling capabilities, its performance 

in accurately classifying sentiments, especially in domain-

specific texts like financial documents, tends to lag behind 

more specialized models. This is likely due to the lack of 

fine-tuning for the specific nuances and subtleties present 

in sentiment expressions, which can lead to lower 

accuracy in identifying the correct sentiment class. As a 

result, while ChatGPT can provide reasonable outputs, it 

often struggles to match the precision and reliability of 

models specifically trained for sentiment analysis, such as 

FinBERT or other fine-tuned approaches. However, our 

proposed SNT-HAN method demonstrates superior 

accuracy in sentiment analysis, outperforming the 

existing models. The detailed results of the comparison 

are provided in the Table 5. 
 

Table 5: Comparison of baseline method and our method 
 

Method MicroAvg Macro Avg Weighted Avg 

BERT 80 80 80 

BERT-CRF 81 81 81 

ChatGPT (zero-
shot) 

59 56 59 

ChatGPT (few-
shot) 

67 65 67 

FinBERT 83 83 83 

FinBERT-CRF 84 85 84 

SNT-HAN with 
GloVe 

Embedding 
87 86 84 

SNT-HAN with 
BERT 

Embedding 
89 87 85 

 

Our results highlight the effectiveness of the SNT-HAN, 

which enables more precise sentiment analysis. By 
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capturing both word and sentence-level context, the SNT-

HAN model has proven to be more adept at handling 

complex financial text, particularly when multiple entities 

are present within a single sentence. Overall, these 

findings suggest that SNT-HAN is a highly effective 

approach for multi-entity sentiment analysis, 

outperforming traditional methods in this domain. It is 

also evident that using BERT for word embedding, rather 

than GloVe, leads to an improvement in accuracy, 

highlighting the impact of context-aware embeddings on 

model performance. The results confirm that integrating 

attention mechanisms significantly enhances sentiment 

detection accuracy in financial texts. 

Conclusion 

In conclusion, entity extraction is a critical component 

of natural language processing, particularly in domains 

like finance where precise identification and classification 

of entities are essential for accurate sentiment analysis 

and decision-making. ENT-HAN method has proven to be 

highly effective in this regard. By leveraging its advanced 

capabilities, ENT-HAN successfully captures the complex, 

context-dependent relationships between entities in text, 

leading to superior performance as evidenced by its 

higher F1 score compared to other models like RNN and 

BERT. The results highlight the robustness of deep 

learning methods in addressing the challenges of entity 

extraction, making ENT-HAN method a valuable tool for 

tasks that demand high accuracy and reliability. 

The SNT-HAN proves to be a highly effective approach 

for sentiment analysis, particularly in scenarios involving 

complex texts with multiple entities. One of the key 

strengths of SNT-HAN lies in its ability to model attention 

at both word and sentence levels, allowing the model to 

focus on the most relevant sections of text when 

determining sentiment. This hierarchical structure 

enhances the model's capacity to capture context-

dependent sentiments, leading to more accurate 

sentiment classification, even when multiple entities are 

present within a single document. Furthermore, SNT-

HAN’s ability to account for the varying importance of 

words and sentences makes it well-suited for tasks 

requiring nuanced understanding, such as financial 

sentiment analysis. Overall, SNT-HAN’s superior 

performance compared to traditional models highlights 

its robustness and adaptability in handling intricate 

sentiment analysis tasks. 
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Abbreviations  

The following abbreviations are used throughout this 

document for clarity and conciseness. 

HAN Hierarchical Attention Network 

LSTM Long Short-Term Memory 

NSSM Negative Sentiment Smoothing 
Model 

TASD Target and Aspect Sentiment 
Detection 

TTEE Twin Towers End-to-End 

MEA Model Enhanced Attention 

GloVe Global Vectors for Word 
Representation 

BERT Bidirectional Encoder 
Representation from Transformers 

GRU Gated Recurrent Unit 

Bi-GRU Bidirectional GRU 

M LP Multi-Layer Perceptron 

RNN Recurrent Neural Network 

DeBERTa Decoding Enhanced BERT with 
disentangled Attention 

CRF Conditional Random Field 
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