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 Background and Objectives: Community question-answering (CQA) websites 
have become increasingly popular as platforms for individuals to seek and share 
knowledge. Identifying users with a special shape of expertise on CQA websites 
is a beneficial task for both companies and individuals. Specifically, finding those 
who have a general understanding of certain areas but lack expertise in other 
fields is crucial for companies who are planning internship programs. These users, 
called dash-shaped users, are willing to work for low wages and have the 
potential to quickly develop into skilled professionals, thus minimizing the risk of 
unsuccessful recruitment. Due to the vast number of users on CQA websites, they 
provide valuable resources for finding individuals with various levels of expertise. 
This study is the first of its kind to directly classify CQA users based solely on the 
textual content of their posts.  
Methods: To achieve this objective, we propose an ensemble of advanced deep 
learning algorithms and traditional machine learning methods for the binary 
classification of CQA users into two categories: those with dash-shaped expertise 
and those without. In the proposed method, we used the stack generalization to 
fuse the results of the dep and machine learning methods. To evaluate the 
effectiveness of our approach, we conducted an extensive experiment on three 
large datasets focused on Android, C#, and Java topics extracted from the Stack 
Overflow website.  
Results: The results on four datasets of the Stack Overflow, demonstrate that our 
ensemble method not only outperforms baseline methods including seven 
traditional machine learning and six deep models, but it achieves higher 
performance than state-of-the-art deep models by an average of 10% accuracy 
and F1-measure.  
Conclusion: The proposed model showed promising results in confirming that by 
using only their textual content of questions, we can classify the users in CQA 
websites. Specifically, the results showed that using the contextual content of the 
questions, the proposed model can be used for detecting the dash-shaped users 
precisely. Moreover, the proposed model is not limited to detecting dash-shaped 
users. It can also classify other shapes of expertise, such as T- and C-shaped users, 
which are valuable for forming agile software teams. Additionally, our model can 
be used as a filter method for downstream applications, like intern 
recommendations.  
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Introduction 

Community question-answering (CQA) websites have 

become increasingly popular as platforms for individuals 

to seek and share knowledge. Notable examples include 

Stack Overflow and Quora, which have experienced 
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significant success in the realm of CQA websites [1]. These 

platforms allow users to ask questions and offer answers 

to queries posed by other users. To improve the overall 

content quality, users can also comment and vote on both 

questions and answers. Additionally, these websites 

incorporate competitive elements such as reputation 

scores and badges to encourage active participation from 

users [1]. 

Recently, there has been a significant focus on 

conducting various research studies to identify proficient 

individuals within the domain of CQA platforms [2]. The 

prime aim of these investigations is to locate and rank 

users who possess the necessary knowledge and 

expertise to effectively address the questions being 

raised. Providing expert recommendations makes it 

possible to improve the quality of answers and reduce the 

waiting time for receiving responses. Additionally, in 

platforms such as Stack Overflow that involve job 

positions, the exploration of the most suitable individual 

for a specific job role serves as an additional motivation 

for expert-finding studies [3]. 

Apart from identifying experts, it is also crucial to 

understand the nature of their expertise. Researchers 

have proposed various expertise classifications based on 

the breadth and depth of an expert's knowledge across 

different fields [4]-[6]. These classifications include (see 

Fig. 1): 

 I-shaped: Experts with advanced knowledge 

limited to a single field.  

 T-shaped: Experts with advanced knowledge in 

one field and a broad understanding of other 

fields.  

 C-shaped or M-shaped: Experts with advanced 

and broad knowledge spanning multiple fields.  

 Dash-shaped or Hyphen-shaped: Individuals 

lacking advanced knowledge in any field, but 

have general knowledge in some fields.  

These expertise shapes allow for a better 

understanding and characterization of experts within CQA 

platforms. Also, this understanding can help companies 

and organizations identify and hire trainees for their 

positions. In recent years, with the development of 

emerging technologies, companies have become more 

interested in hiring interns and using on-the-job training 

methods to prepare them for professional positions. The 

internship is defined in different ways in different 

sources, but the most general definition is the conditional 

employment of people on a part-time or full-time basis 

for a limited period with a focus on learning specific skills 

[7]. 

Every company has its own set of criteria when it 

comes to choosing an intern. However, in general, an 

ideal intern should possess the basic knowledge 

necessary for fulfilling the company's requirements and 

should be capable of handling the specific work areas 

(represented by the Dash-shaped users in Fig. 1).  
 

 
Fig. 1:  The types of users in CQAs based on their breadth of 

knowledge. 
 

Moreover, the internship period should not 

significantly burden the company financially, as there is a 

possibility that the intern may not end up being hired and 

may leave the company. Consequently, it is not advisable 

to select interns from individuals who are already experts 

or have extensive experience (represented by the I-, T-, or 

C-shaped users in Fig. 1), as these experienced individuals 

typically demand higher wages. 

Previous research has primarily focused on identifying 

T-shaped users in CQA platforms. However, there is only 

one study that specifically addresses the issue of 

identifying suitable candidates for internship positions 

based on their expertise shape [1]. This study suggests 

that users with dash-shaped expertise have potential and 

are suitable choices for internship programs. However, 

the study does not clearly define the expertise shape and 

proposes statistical features to identify suitable users. 

Specifically, they propose two methods that utilize the 
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concept of entropy and the number of skills possessed by 

the candidates to identify dash-shaped users as suitable 

candidates for internships. However, their approach has 

two main limitations. Firstly, it only identifies users who 

have previously posted comments and does not apply to 

new users. Secondly, it ignores the most valuable aspect 

of a post, which is the textual content, when evaluating 

the expertise shape of users. 

To address the issues identified in previous studies, we 

initially frame the problem of identifying dash-shaped 

users in CQA platforms as a binary classification problem. 

By focusing solely on the content of posts, we eliminate 

the need for user profiles and other statistical features 

associated with their questions and answers. This 

approach ensures the effectiveness of our proposed 

method even in the presence of the cold start problem. 

To tackle this problem, we introduce a novel ensemble 

method combining deep learning and traditional machine 

learning (ML) models. This fusion approach aims to 

enhance the accuracy and reliability of our solution. To 

demonstrate the effectiveness of our proposed model, 

we conduct experiments on three extensive datasets 

consisting of Stack Overflow questions. The primary 

contributions of our study can be summarized as follows: 

• We introduced the problem of classifying users' 

shape of expertise only based on their comments. 

• We proposed an ensemble method that utilizes the 

power of both traditional and deep learning models. 

• We conducted extensive experiments and 

compared our method with seven machine learning 

and twelve deep models using three extensive 

datasets comprising Stack Overflow questions.  

The remainder of the paper continues as follows. In the 

next section, a brief overview of related studies will be 

presented. Then, the proposed model will be described. 

Finally, experimental results, conclusions, and directions 

for future work will be discussed in the last section. 

Literature Review 

This section concisely summarizes relevant studies and 

is divided into three subsections as outlined below. 

Initially, we examine a selection of related studies 

regarding CQAs. Subsequently, we explore previous 

research that delves into the identification of expertise 

shapes. Finally, we briefly review deep learning models 

for the expert-finding problem.  

A.  Community Question Answering (CQA) 

CQA platforms such as Stack Overflow are valuable 

repositories of knowledge. In recent times, there has 

been significant focus on the task of identifying experts 

within these platforms. The main concern lies in the low 

participation rate of users. To tackle this issue, various 

question routing methods have been devised to 

determine and suggest the most appropriate answer for 

new inquiries. A notable example is the work of Fu et al. 

[8], who introduced a recurrent memory reasoning 

network. This network utilizes the implicit relevance of 

the question and the history of the candidate user to 

locate experts. Another approach, proposed by Wang et 

al. [9], involves employing user profiles as input for a 

convolutional neural network. This network predicts the 

ideal candidate who can provide an answer to a new 

question. Furthermore, Kundu et al. [10] devised a 

method to estimate expertise scores by considering 

factors such as expert knowledge, reputation, and 

authority. Lastly, Sorkhani et al. [11] introduced a 

learning-to-rank framework for question routing. This 

framework incorporates a set of content-based and 

social-based features to rank and recommend suitable 

answers. 

Researchers have also focused on studying the time-

dependent and changing aspects of expertise. In a study 

by Neshati et al. [3], they introduced the concept of 

"future experts finding." This concept leverages existing 

evidence of expertise to predict the likelihood of users 

becoming experts in the future. The study explored four 

groups of features, including user behavior, emerging 

topics, topic similarity, and topic transitions. Another 

study by Zhang et al. [12] examined the temporal 

dynamics of answering behaviors in question routing. 

They developed a context-aware representation for each 

individual answering a question, taking into account the 

temporal context. Expertise was estimated by measuring 

the similarity between the representation of the 

answerer and the encoding of the question. In more 

recent research conducted by Liu et al. [13], a user-

interest drift model was proposed. This model aimed to 

capture the dynamic nature of user interests over 

different periods.   

B.  Shape of Expertise 

Over the past few years, there has been a growing 

focus on the idea of finding experts who possess specific 

forms and depths of expertise. This has become an 

important aspect of the overall problem of identifying and 

locating experts in various fields. In a study conducted by 

Rostami and Neshati in 2021, they introduced two 

retrieval models that are designed to effectively locate 

and rank individuals who possess dash-shaped expertise 

[1]. These individuals have an intermediate knowledge 

that matches the requirements of specific internship 

programs.  

In 2018, Gharebagh and colleagues utilized a clustering 

method to analyze and extract various skill areas from the 

tags used in Stack Overflow [6]. They proposed two 

probabilistic models that are based on entropy 

calculations, which help in identifying T-shaped users 

within specific skill domains. In another study conducted 

by Rostami and Neshati in 2019, they developed two 
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retrieval models that focus on creating agile teams 

consisting of T-shaped experts [6]. These models aim to 

bring together individuals who possess a deep level of 

expertise in one area (the vertical part of the T) while also 

having a broader range of knowledge in other related 

fields (the horizontal part of the T). 

In 2023, Rostami and Shakery introduced a deep 

learning algorithm that evaluates the likelihood of a 

candidate being a good fit for a particular role within an 

agile team [14]. Additionally, they implemented an 

integer linear programming model to identify the optimal 

members for an agile team with T-shaped experts, 

selecting them from a pool of highly qualified candidates. 

Unlike previous studies in this specific domain, our 

research endeavors to classify individuals possessing 

specialized expertise with dash-shaped to fill an 

internship position. To the best of our knowledge, this 

particular aspect has not yet been explored or examined. 

C.  Deep Learning 

In previous years, methods for identifying experts 

mainly relied on probabilistic language models [15]-[17], 

link analysis [18], [19], latent topic modeling [20]-[22], 

and other approaches. However, with the rise of deep 

learning, current expert-finding methods predominantly 

leverage deep learning techniques [12], [23]. 

In recent times, there has been considerable focus on 

the application of deep learning in the field of expert 

finding. Researchers such as Zhao et al. have developed 

frameworks that utilize random walk and LSTM neural 

networks to effectively rank candidates who can provide 

answers to specific questions [24]. Wang et al. have 

proposed a model based on CNN, which aims to identify 

experts on platforms like Stack Overflow [9]. Azzam et al. 

have generated a list of candidates ranked according to 

their ability to answer a given question by evaluating the 

cosine similarity between latent semantic vectors 

associated with each candidate and the question [25]. 

They have employed fully connected neural networks to 

learn these latent semantic vectors. Dehghan et al. have 

utilized an LSTM neural network that processes the 

breadth-first and depth-first traversal of candidates' 

expertise tree to find T-shaped experts who specialize in 

a specific skill area [26]. 

Li et al. have introduced a model called NeRank, which 

initially generates embedding representations of 

answerers and a given question using an LSTM-based 

model, and then uses a convolutional recommender 

system to compute the rank of answerers [27]. Tang et al. 

have proposed an attention-based factorization machine 

that generates a ranked list of experts in CQAs [28]. Lastly, 

Dehghan et al. have presented a CNN-based model that 

generates a ranked list of T-shaped experts who possess 

expertise in a particular skill area [26]. 

In a recent study conducted by Nikzad-Khasmakhi et 

al., they introduced BERTERS, a model that uses 

transformers and graph embedding techniques to identify 

potential expert candidates [23]. Similarly, our approach 

also involves deep learning, but with a different research 

objective. Unlike previous methods that focused on 

ranking experts or T-shaped experts with expertise in a 

particular query, we aim to use deep learning techniques 

to identify dash-shaped experts who are suitable for 

internship programs. Hence, the approaches discussed 

earlier are not applicable to address the specific problem 

we are trying to solve. 

Problem and Data 

A. Problem Statement  

In the previous section, we discussed how most 

research has focused on finding people who have 

expertise in a particular field. However, our study is 

different because we are trying to identify users who have 

a variety of skills that would be useful in an internship. 

This is a binary classification challenge where we 

categorize the data based on the user's proficiency, which 

is represented by (1) in our investigation. 

𝑐𝑙𝑎𝑠𝑠(𝑢𝑖) = {
0 𝑠ℎ𝑎𝑝𝑒(𝑢𝑖) ∈ {𝐼, 𝑇, 𝐶}

1                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (1) 

where, ui is the i-th user, 𝑠ℎ𝑎𝑝𝑒(𝑢𝑖) is the expertise shape 

based on the category shown in Fig. 1, and 𝑐𝑙𝑎𝑠𝑠 

represents the user class label. It should be noted that the 

initial labeling of the dataset was done manually by 

Gharebagh et al. [6] and used in [1]. In the current 

research, the collection of all the texts related to the 

answers of the users is in the form of: 

𝐷 = ⋃ 𝐷𝑖
𝑖∈𝑈

  (2) 

where, 𝐷𝑖 = {𝑑𝑖1, 𝑑𝑖2, … , 𝑑𝑖𝑛} represents the set of 

answers' texts of the i-th user. Each di can be shown as: 

𝑑𝑖 = ⋃ 𝑑𝑠𝑎𝑗,𝑖

𝑘

𝑗=1
  (3) 

to where 𝑠𝑎𝑗 ∈ 𝑆 = {𝑠𝑎1, 𝑠𝑎2, … , 𝑠𝑎𝑚} is a skill area. 

In order to identify the dash-shaped users the following 

probability is estimated [1]: 

𝑃(𝐻 = 1, 𝑖)  (4) 

This shows the probability of user i being dash-shaped 

and can be estimated as: 

𝑃(𝐻 = 1, 𝑖) ∝
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑖)

𝑙𝑜𝑔 |𝐷𝑖 + 1|
  (5) 

where 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑖) can be determined only based on the 

documents written by the i-th user as follows. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑖) = − ∑ 𝑃𝑠𝑎𝑗,𝑖 𝑙𝑜𝑔 𝑃𝑠𝑎𝑗,𝑖

𝑘

𝑗=1

  (6) 
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where 𝑘 denotes the number of skill areas as before, and 
𝑃𝑠𝑎𝑗,𝑖 is calculated using the following equation: 

𝑃𝑠𝑎𝑗,𝑖 =
|𝐷𝑠𝑎𝑗,𝑖|

|𝐷𝑖|
  (7) 

As discussed in [1], in addition to dash-shaped users, C-

shaped users also have high values for the probability 

obtained using (6) due to their high diversity of 

documents while dash-shape users have lower values for 

the denominator of (5). Consequently, this distinction in 

probability values can serve as a means to differentiate 

dash-shaped users from those with T-, I-, and C-shaped 

behaviors.  

B. Dataset 

This research employs three datasets originally 

introduced by Gharebagh et al. [6]. These datasets are 

derived from queries made on the Stack Overflow website 

between August 2008 and March 2015, focusing on three 

specific categories: C#, Java, and Android. Each category 

comprises questions with relevant tags and their 

corresponding answers. Each dataset has identified a set 

of key skill areas based on the 200 most frequent tags 

within that particular set. Additionally, the level of 

knowledge possessed by users in each skill area has been 

established by considering the number of accepted 

answers provided by the users in those areas. The users 

within each dataset are then categorized based on their 

knowledge level in each skill area.  

We had to obtain the text of users' questions and 

answers from the Stack Exchange Data Explorer database 

since the original datasets didn't have it. We used the user 

ID, question ID, and answer ID to get this information. 

Once we had the text, we added it to the datasets. To 

assess the impact of different category types on the 

models' performance, we combined the three datasets 

into one, which we call the All dataset. We also made sure 

that the datasets were balanced by adjusting the number 

of records based on the minority class. Specifically, we 

used random under-sampling to remove samples from 

the training dataset that belong to the majority class to 

balance the class distribution. This was done to ensure fair 

comparison results. You can find more details about the 

datasets in Table 1. 

 
Table 1: Specification of datasets used in the current study. Max 
length and Avg. length represent the maximum and average 
length of texts in number of words 
 

Dataset # of Rec 
Max 

length 
Avg. 

length 

# of 
unique 
words 

Android 22902 247 95.959 70918 

C# 31522 189 102.732 116203 

Java 31302 214 100.689 102076 

All 85726 278 100.138 237092 

To show an overall view of the content of datasets 

based on their words, word clouds of datasets are shown 

in Fig. 2. 

Proposed Model 

As part of our investigation, we have used a 
combination of advanced techniques, including deep 
learning, pre-training, and machine learning. These 
techniques are classified into three groups of diverse 
classifiers, aimed at producing more precise results. Our 
model is based on the concept of meta-learning, where a 
set of initial classifiers are trained using the given training 
data to generate predictions. These predictions are then 
used to train a meta-classifier, which makes the final 
prediction. Fig. 3 contains a diagram that illustrates the 
overall structure of our proposed model. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2: Word clouds of the positive class for the (a) All, (b) 
Android, (c) C#, and (d) Java datasets. 
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In our proposed approach, we have utilized three 

different types of classifiers. These include classical 

machine learning classifiers, popular deep learning 

models, and a pre-trained transformer-based Bert model. 

The subsequent sections provide a brief overview of these 

models. 
 

 
Fig. 3: The overall structure of the proposed ensemble model.  

 

A. Classical Machine Learning Models 

In the classical machine learning part of the proposed 

model, we utilized a total of seven techniques (i.e., n = 7 

in Fig. 3): random forest (RF), support vector machine 

(SVM), decision tree (DT), logistic regression (LR), multi-

layer perceptron (MLP), and two boosting classifiers 

including Adaboost (Ada), and XGBoost (XGB). Presented 

below is a brief outline of each of these methodologies.  

• RF is a powerful methodology that synergizes the 

strengths of numerous decision trees, each trained 

on different subsets of data. This approach 

significantly boosts the precision and reliability of a 

specific dataset by leveraging the collective 

consensus derived from these trees. Instead of 

relying on a single tree's prediction, the RF 

algorithm calculates the average result generated 

by an ensemble of trees, thereby ensuring 

enhanced accuracy [29].  

• SVM has gained extensive usage across various 

domains over a significant period for its ability to 

forecast outcomes and tackle classification and 

regression challenges. This technique effectively 

ascertains the optimal hyperplane to divide data 

into two distinct classes [29].  

• DT is a type of supervised learning classifier that 

operates without any predetermined parameters. It 

comprises internal nodes responsible for making 

decisions, while the outcome is depicted by the leaf 

nodes [29]. In the current study, we used the CART 

(Classification And Regression Tree) variants of a 

decision tree that uses a greedy approach to split 

the data at each node. 

• Logistic regression is a popular algorithm utilized in 

supervised learning. It aims to estimate the 

probability and forecast the result of a categorical 

dependent variable by establishing a connection 

between independent variables and the dependent 

variable [30].  

• MLP is a type of feedforward neural network, 

consisting of three layers: input, output, and 

hidden. It uses a linear activation function [30].  

• AdaBoost, short for adaptive boosting, is a boosting 

technique derived from the boosting algorithm. Its 

objective is to merge several weak classifiers into a 

powerful classifier [30].  

• XGBoost is a powerful approach to gradient 

boosting, which encompasses a range of machine 

learning algorithms. It combines several weak 

learning models, particularly decision trees, to 

create a high-performing and reliable predictive 

model [30].  

A review of deep and classical ML methods for 

classification tasks was presented in [31].  

B. Deep Learning Models 

In the deep learning part of the proposed model, we 

exploited five methods (i.e., m = 5 in Fig. 3): dense, GRU, 

CNN, BiLSTM, and CNN-LSTM models. The details of these 

models are as follows. 

• Dense: This type of deep model is commonly used 

in various deep learning tasks, such as image 

classification, natural language processing, and 

speech recognition [32]. In the current study, we 

implemented a dense model shown in Fig. 4. It 

contains five fully connected dense layers with sizes 

shown in the figure. 

 CNN: This type of deep model is primarily used for 

image processing tasks, but it can also be applied to 

text classification tasks [33]. To this aim, CNNs can 

be used to extract meaningful features from textual 

data. In the current research, we used the CNN 

model shown in Fig. 5. Here, the model can learn to 

automatically extract relevant features from the 

text data and capture important patterns using the 

convolutional layer followed by Maxpooling which 

is used for dimensionality reduction.  

 GRU: Gated Recurrent Unit (GRU) deep models are 

suitable for text classification due to their ability to 

capture sequential dependencies, handle variable-

length inputs, and efficiently process text data [34]. 

In the current study, we used the GRU model shown 
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…
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in Fig. 6. It can effectively capture the contextual 

information and dependencies between words in a 

sentence using three GRU layers.  

 

 

Fig. 4: The overall structure of the dense model. 

 

 

Fig. 5: The overall structure of the CNN model. 

 

 

Fig. 6: The overall structure of the GRU model. 

 CNN-LSTM: The combination of CNNs and Long 

Short-Term Memory (LSTM) networks is a popular 

approach for text classification tasks. This 

combination allows the model to capture both local 

and global dependencies in the text data [35]. In the 

current study, we used CNNs for feature extraction 

                                                            
1https://huggingface.co/transformers/v2.10.0/model_doc/bert.html  

and LSTMs for sequence modeling as shown in Fig. 

7. This allows for a more comprehensive 

understanding of the text data and can improve the 

accuracy of text classification tasks. 

 BiLSTM: Bidirectional LSTM is a type of Recurrent 

Neural Network (RNN) that is commonly used for 

text classification tasks [36]. It is particularly 

effective in capturing contextual information from 

both past and future words in a sequence. In the 

current study, we used BiLSTM models as shown in 

Fig. 8. 

  

 
 

Fig. 7: The overall structure of the CNN-LSTM model. 

 

Fig. 8: The overall structure of the BiLSTM model. 

C. Bert Model 

The third level-0 classifier used in the proposed 

method is the pre-trained Bert classifier which is a 

transformer-based multi-layered encoder [37]. It uses an 

attention mechanism to learn the relationship between 

all words in a sentence. Specifically, it contains three 

embedding modules and 12 transformer layers each 

containing a dense layer and an attention layer. In the 

current study, we adopted the Huggingface1 

implementation of the Bert model. Bert has been 

previously used for text classification and a comparison of 

Bert and ML methods was provided in [38]. 

https://huggingface.co/transformers/v2.10.0/model_doc/bert.html
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D. Ensemble of Models 

The main rationale behind employing the 

aforementioned three learning models in the present 

study lies in their utilization of different text features and 

their distinct mechanisms for generating predictions. This 

diversity holds great importance for meta-learning and 

stacking models [39]. In the field of data analysis, stacking 

is a useful technique that leverages the diverse 

predictions generated by base models to capture various 

aspects of the data, ultimately improving the accuracy of 

predictions. Each base model has its strengths and 

weaknesses, but by combining their predictions, the 

ensemble model can benefit from the collective expertise 

of these models [40]. Additionally, stacking helps to 

reduce bias and variance, leading to better accuracy by 

consolidating predictions from multiple models [41]. In 

addition, it assists in capturing detailed connections and 

patterns in the data that individual models might fail to 

notice. In our proposed model, we implemented a variant 

of the stack generalization technique, as depicted in 

Algorithm 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: Correlation between classical ML, BERT, and other deep learning models. 
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To showcase the effectiveness of the three different 

models used in the proposed method, we created a 

correlation chart for these methods, as shown in Fig. 9. As 

evident in the diagram, there is a strong correlation 

observed among the deep models, while the correlation 

between the deep and ML methods, as well as the Bert 

model, is relatively weaker. This suggests that combining 

the models in an ensemble can produce more precise 

outcomes as compared to using each learning method 

individually. 

Experimental Settings 

A. Compared Baselines 

Our study aims to classify users' expertise based on 

their shape, which we frame as a binary text classification 

task. This differs from previous research that focused on 

expert identification and intern retrieval, such as the 

works of Gharebagh et al. [6] and Rostami and Neshati [1]. 

Hence, we cannot directly compare our findings with 

theirs due to the dissimilarity between the problems. To 

demonstrate the effectiveness of our proposed approach, 

we utilized seven deep-learning techniques that are 

commonly used for binary text classification: 

 CRNN [42]: In this approach, every sentence is 

regarded as a region, and a regional CNN is utilized 

on the input word vectors. Subsequently, max 

pooling is employed to decrease the dimensionality 

of the local features. Finally, an LSTM layer is utilized 

to capture long dependencies, and a linear decoder 

is used to make predictions. 

 IWV [43]: This model comprises three convolution 

layers, a max pooling layer, and a fully connected 

layer stacked sequentially for sentiment polarity 

classification. 

 SS-BED [44]: This model utilizes two parallel LSTM 

layers on two distinct word embedding matrices to 

acquire knowledge about semantic and sentiment 

feature representations. The results obtained from 

the LSTM layers are then inputted into a fully 

connected network with one hidden layer to make 

the predictions. 

 HAN [45]: This model comprises four essential 

components: a word sequence encoder, which is a 

bidirectional GRU, a word-level attention layer that 

calculates weighted sentence vectors, a sentence 

encoder, which is another bidirectional GRU, and a 

sentence-level attention layer that rewards 

sentences for making accurate classifications. 

 ARC [46]: In this model, a one-layer bidirectional 

GRU is applied to the word vectors, and the 

outcomes are fed into an attention layer. The 

output of the attention mechanism is then passed 

through a CNN layer, followed by a max-pooling 

layer and a fully connected layer. 

 AC-BiLSTM [47]: This model has a one-dimensional 

CNN layer consisting of CNNs of different filter sizes. 

This layer is employed for localized feature 

extraction. The output of the CNN layer is then fed 

into a bidirectional LSTM layer, followed by an 

attention mechanism. The output layer of this 

model consists of a dropout layer and a softmax 

layer. 

 ABCDM [39]: This method utilizes a unique 

combination of two bidirectional LSTM and GRU 

layers to effectively capture contextual information 

from preceding and forthcoming contexts. This 

allows ABCDM to consider the sequential 

progression of information in both forward and 

backward directions. Additionally, ABCDM 

seamlessly integrates an attention mechanism 

within the bidirectional layers, allowing it to 

selectively emphasize specific words based on their 

varying levels of significance. Furthermore, ABCDM 

incorporates convolution and pooling mechanisms 

to reduce the complexity of features and extract 

localized features more efficiently. 

B. Environment Setting 

In our comparative analysis, we investigated the utility 

of the proposed model against the baseline learning 

models used in the proposed ensemble model as well as 

against seven state-of-the-art deep models described in 

the previous section.  All the implementations were 

carried out using Tensorflow 2.14.0, Numpy, Sklearn, and 

Pandas in Python3 (version: 3.12), and Transformer 

(version: 4.36.2). All the models were implemented in the 

Google Colab environment with an Intel Xeon CPU 

accompanied by a 13 GB RAM, a Tesla K80 accelerator, 

and 12 GB GDDR5 VRAM. 

C. Evaluation Criteria 

To evaluate the effectiveness of models, we employed 

Precision (π), recall (ρ), accuracy, F1, and Area Under 

Curve (AUC) evaluation criteria in the experiments [39]. 

𝐹1 =
2 × 𝜋 × 𝜌

(𝜋 + 𝜌)
  (8) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (9) 

𝜋 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (10) 

𝜌 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (11) 

𝐴𝑈𝐶 =
∑ 𝑅𝑎𝑛𝑘(+) − (| + | ×

| + | + 1
2

)

| + | + | − |
 

(12) 
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where TP, TN, FP, and FN are true positive, true negative, 

false positive, and false negative, respectively and 

∑ 𝑅𝑎𝑛𝑘(+) is the sum of the ranks of all positively 

classified samples, |+| and |-| are the number of positive 

and negative samples in the dataset, respectively.  

Results  

A. Preliminary Results 

In our first round of experiments, we compared seven 

different machine learning methods and their ensemble 

(named as SG-ML) using the stack generalization method 

outlined in Algorithm 1 in Table 2.  

  
Table 2: Comparison of results obtained using ML methods and 
their ensemble (SG-ML). Bold values indicate the best-
performed models 

 
  Acc π ρ F1 

Android 

RF 68.91 66.91 74.68 70.58 

SVM 62.54 63.97 57.19 60.39 

CART 61.49 61.50 61.18 61.34 

Ada 68.08 68.20 67.58 67.88 

XGB 68.58 67.81 70.58 69.17 

LR 64.77 65.19 63.20 64.18 

MLP 65.68 64.23 70.58 67.26 

SG-ML 69.52 68.38 72.47 70.37 

C# 

RF 73.28 70.74 78.43 74.39 

SVM 68.53 69.29 65.38 67.27 

CART 65.60 65.09 65.71 65.40 

Ada 73.04 72.39 73.56 72.97 

XGB 74.83 72.11 80.10 75.89 

LR 70.05 70.01 69.04 69.52 

MLP 66.69 66.01 67.38 66.68 

SG-ML 75.32 72.84 79.92 76.21 

Java 

RF 72.67 70.70 76.42 73.45 

SVM 65.55 66.52 61.16 63.72 

CART 64.82 64.41 64.59 64.50 

Ada 72.28 71.99 72.00 71.99 

XGB 72.94 71.11 76.29 73.61 

LR 67.29 67.40 65.63 66.50 

MLP 73.36 71.59 76.52 73.97 

SG-ML 73.36 71.59 76.52 73.97 

All 

RF 72.14 70.81 74.67 72.69 

SVM 66.05 67.46 61.11 64.13 

CART 63.49 63.47 62.35 62.91 

Ada 71.14 71.04 70.70 70.87 

XGB 72.70 71.09 75.89 73.41 

LR 68.48 68.75 66.96 67.84 

MLP 65.76 65.32 66.18 65.75 

SG-ML 73.43 71.63 77.00 74.21 

Our analysis revealed that the RF, Ada, and XGB 

classifiers scored higher in terms of accuracy and F1 

scores than the other methods. Additionally, the SG-ML 

model outperformed all level-0 models across all four 

datasets. We also compared the deep models and their 

ensemble using the same stack generalization method 

shown in Algorithm 1 in Table 3. The results indicate that 

the CNN model and the ensemble model achieved higher 

scores overall, but the differences between the individual 

model performances and their ensemble were less 

pronounced compared to the ML algorithms. This 

suggests that the variance of the deep models is lower 

than that of ML models. 

 
Table 3: Comparison of results obtained using deep methods 
and their ensemble (SG-Deep). Bold values indicate the best-
performed models 
 

  Acc π ρ F1 

Android 

Dense 71.90 71.87 71.84 71.86 

GRU 71.92 71.07 73.80 72.41 

BiLSTM 72.09 70.67 75.41 72.96 

CNN 71.83 70.40 75.20 72.72 

CNN-
LSTM 

71.50 73.53 67.05 70.14 

SG-
Deep 

72.02 72.10 72.00 72.02 

C# 

Dense 76.58 73.71 81.84 77.56 

GRU 76.48 72.10 85.56 78.25 

BiLSTM 75.93 72.03 83.94 77.53 

CNN 76.74 72.64 85.00 78.34 

CNN-
LSTM 

76.08 73.89 79.89 76.77 

SG-
Deep 

76.64 77.42 76.64 76.52 

Java 

Dense 75.02 71.77 81.61 76.37 

GRU 74.83 72.13 80.06 75.89 

BiLSTM 73.15 69.20 82.44 75.24 

CNN 74.81 71.17 82.52 76.43 

CNN-
LSTM 

74.39 73.77 74.87 74.31 

SG-
Deep 

75.13 75.55 75.13 75.07 

All 

Dense 74.51 71.79 80.16 75.75 

GRU 72.78 70.28 78.30 74.07 

BiLSTM 74.20 72.99 76.25 74.58 

CNN 74.57 71.07 82.29 76.27 

CNN-
LSTM 

74.37 71.44 80.59 75.74 

SG-
Deep 

74.54 74.99 74.54 74.46 
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To provide more detailed information about the 
performance of different models on positive and negative 
classes, we have presented the confusion matrix of the All 
dataset in Fig. 10. We obtained similar results for the 
other three datasets, but we could not show them due to 
space limitations. As indicated in the figure, the XGB 
method had the best true positive result among the ML 
methods, while the Ada method had the best true 
negative.  

The Ada and XGB methods had the best false positive and 
false negative results, respectively, highlighting their 
effectiveness for classification tasks. Among deep models, 
the CNN model provided the best true positives, while the 
BiLSTM model provided the best true negatives. The 
BiLSTM and Bert models had the best false positives and 
false negatives, respectively. 
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(b) 

Fig. 10: Confusion matrix for (a) classical ML, and (b) Bert and other deep learning models on the All dataset. 
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B. Main Results 

In the second part of our experiments, we presented 

the performance of our proposed model through 5-fold 

cross-validation, as displayed in Fig. 11 as box plots. The 

results indicate that the model's performance on the 

Android dataset is comparatively lower than that of other 

datasets, possibly due to the nature of the texts in this 

dataset or its fewer records when compared to other 

datasets (refer to Table 1 for more information). 

 

 
(a) 

 

 
 

(b) 

 

 
 

(c) 

 

 
(d) 

Fig. 11: Comparison of the results obtained using the proposed 
method with 5-fold cross-validation on the (a) All, (b) Android, 

(c) C#, and (d) Java datasets. 

Table 4: Comparison of results obtained using the proposed 
model and state-of-the-art binary text classification models. 
Bold values indicate the best-performed models 
 

  Acc π ρ F1 

Android 

SS-BED 74.36 71.24 81.12 75.86 

ACBiLSM 71.99 67.15 85.32 75.15 

IWV 67.24 67.18 66.51 66.84 

HAN 64.30 64.03 64.12 64.08 

CRNN 74.17 70.15 83.53 76.25 

ARC 74.53 71.58 80.78 75.90 

ABCDM 74.36 71.24 81.12 75.86 

Proposed 85.93 86.51 85.93 85.86 

C# 

SS-BED 75.32 71.03 84.64 77.24 

ACBiLSM 72.00 70.48 74.66 72.51 

IWV 71.40 70.06 73.69 71.83 

HAN 66.78 65.25 70.27 67.67 

CRNN 76.06 70.87 87.61 78.36 

ARC 76.23 71.34 86.84 78.33 

ABCDM 66.87 64.48 73.53 68.71 

Proposed 86.91 87.29 86.91 86.85 

Java 

SS-BED 73.35 70.77 78.59 74.47 

ACBiLSM 70.19 68.41 73.84 71.02 

IWV 68.48 66.78 72.21 69.39 

HAN 63.61 62.11 67.82 64.84 

CRNN 73.77 69.23 84.56 76.13 

ARC 74.30 69.69 85.05 76.61 

ABCDM 65.14 64.81 64.64 64.73 

Proposed 85.93 86.40 85.93 85.87 

All 

SS-BED 75.32 71.03 84.64 77.24 

ACBiLSM 72.00 70.48 74.66 72.51 

IWV 71.40 70.06 73.69 71.83 

HAN 66.78 65.25 70.27 67.67 

CRNN 76.06 70.87 87.61 78.36 

ARC 76.23 71.34 86.84 78.33 

ABCDM 66.87 64.48 73.53 68.71 

Proposed 86.91 87.29 86.91 86.85 
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Furthermore, we compared our proposed model's 

performance with other state-of-the-art binary text 

classification methods mentioned above, and the results 

are shown in Table 4. The proposed model outperforms 

all the other models significantly. Interestingly, the CRNN, 

ARC, and ABCDM models, which all utilize convolutional 

layers in their architecture, delivered the best results, as 

shown in Table 3 for comparison of deep models. 

C. Ablation Study 

To demonstrate the effectiveness of our proposed 

model, we carried out an ablation study. This involved 

eliminating different components of the model and 

evaluating the performance of the resulting models. We 

compared the performance of five models, as shown in 

Fig. 12. The first model, called Bert, only included the Bert 

branch of our proposed model and omitted the ML and 

Deep branches. The second model, SG-Deep, only 

included the deep learning branch and omitted the Bert 

and ML branches. The third model, SG-Deep+Bert, 

preserved the Bert and Deep branches but omitted the 

ML branch. The fourth model, Proposed, only preserved 

the ML and Deep branches and omitted the Bert branch. 

The fifth and final model, Proposed+Bert, utilized all three 

branches of our proposed model. 

As shown in the figure, the performance of the Bert 

and SG-Deep models was significantly lower than the 

other models. However, the proposed model and SG-

Deep+Bert models had similar performance, which 

demonstrates the effectiveness of the ensemble 

technique used in our proposed model. The diversity of 

algorithms in SG-Deep and the structural differences 

between deep models and Bert models make the 

ensemble results more accurate. Finally, the 

Proposed+Bert model achieved the best performance in 

all datasets, showing the effectiveness of using all three 

branches of our proposed model. 

Conclusion 

Our study proposes an ensemble model that combines 

deep learning and machine learning methods to detect 

the expertise shape of users based on their answers in 

Stack Overflow's CQA. To achieve this, we used seven ML 

models, five deep models, and a pre-trained transformer-

based Bert model. Our model was able to process user 

answers and identify dash-shaped users. We conducted 

extensive experiments to evaluate our model's 

effectiveness, and the results across four different 

datasets of Stack Overflow answers demonstrate that our 

model outperforms both the ML and deep models used 

as its building blocks, as well as state-of-the-art deep 

models for binary classification of textual data. Our model 

is not limited to detecting dash-shaped users. It can also 

classify other shapes of expertise, such as T- and C-shaped 

users, which are valuable for forming agile software 

teams. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 
Fig. 12: Comparison of the performance of five models in the 

ablation study on the (a) All, (b) Android, (c) C#, and (d) Java 

datasets. 
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Additionally, our model can be used as a filter method 

for downstream applications, like intern 

recommendations. In future work, we plan to evaluate 

our model on similar problems in CQA texts and explore 

other deep ensemble models to further improve the 

performance of expertise shape classification problems. 
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