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Background and Objectives: Re-identifying individuals due to its capability to 
match a person across non-overlapping cameras is a significant application in 
computer vision. However, it presents a challenging task because of the large 
number of pedestrians with various poses and appearances appearing at different 
camera viewpoints. Consequently, various learning approaches have been 
employed to overcome these challenges. The use of methods that can strike an 
appropriate balance between speed and accuracy is also a key consideration in 
this research. 
Methods: Since one of the key challenges is reducing computational costs, the 
initial focus is on evaluating various methods. Subsequently, improvements to 
these methods have been made by adding components to networks that have low 
computational costs. The most significant of these modifications is the addition of 
an Image Re-Retrieval Layer (IRL) to the Backbone network to investigate changes 
in accuracy.  
Results: Given that increasing computational speed is a fundamental goal of this 
work, the use of MobileNetV2 architecture as the Backbone network has been 
considered.  The IRL block has been designed for minimal impact on computational 
speed. By examining this component, specifically for the CUHK03 dataset, there 
was a 5% increase in mAP and a 3% increase in @Rank1. For the Market-1501 
dataset, the improvement is partially evident. Comparisons with more complex 
architectures have shown a significant increase in computational speed in these 
methods. 
Conclusion: Reducing computational costs while increasing relative recognition 
accuracy are interdependent objectives. Depending on the specific context and 
priorities, one might emphasize one over the other when selecting an appropriate 
method. The changes applied in this research can lead to more optimal results in 
method selection, striking a balance between computational efficiency and 
recognition accuracy. 
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Introduction 
With the development of deep learning and continuous 

improvement in computational power, significant 

progress has been achieved in the field of object-

detection, which is one of the crucial issues in the realm 

of machine vision. By introducing the first solutions for 

addressing this problem using convolutional neural 

networks, notable methods gradually emerged to better 

tackle the object-detection challenge.  Person re-

identification (ReID), which has recently gained 

substantial attention due to its extensive applications in 

various domains, serves as a fundamental and essential 
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function in intelligent surveillance systems. An essential 

task for a network-based surveillance system consisting of 

distributed cameras is to associate individuals across 

camera views at different locations and times. This is 

referred to as the person ReID problem and forms the 

basis for many other important application programs.  A 

comprehensive person ReID system comprises three main 

components: person identification, person tracking, and 

person retrieval [1]. Current research efforts to solve the 

ReID problem have mainly focused on two aspects:   

1. Feature learning, or in other words, developing 

feature representations that are distinct for identity 

while being invariant to viewpoint and constant 

lighting conditions [2]. 

2. Metric learning, which practically involves 

developing machine learning methods to optimize the 

discriminative parameters of a ReID model [3]. 

 However, achieving automatic ReID remains a 

significant challenge due to inherent limitations in most 

visually generated features from individuals' 

appearances. The pedestrian images captured by non-

overlapping cameras usually under an uncontrolled 

environment and most of the images are low quality, 

which leads to some conventional biometrics features like 

gait and face are not feasible to be used for the task. In 

these circumstances, the appearance features of the 

pedestrians, which are extracted from their clothes’ 

colors or objects carried with them, seem to be more 

suitable for the person ReID task. In addition, different 

pedestrians may share similar appearances, which often 

leads to the appearances of different pedestrians looked 

quite similar [4]. In this work, given the importance of 

feature extraction alongside the need for sufficient speed 

for real-time applications, faster architectures are 

employed for feature extraction. As the main component 

of the work, to enhance performance, a module called the 

Image Recreation Layer (IRL) is added to the Backbone, 

injecting input images between the blocks of the 

Backbone network. This component can be incorporated 

alongside various architectures. The obtained results 

demonstrate an improvement in the utilized method. 

Related Works 

The primary objective of the research conducted by 

SUN et al. [5] is to acquire superior features using a Part-

based Convolutional Neural Network (PCB). In this 

section, a convolutional descriptor is generated from the 

input image, capturing features related to various image 

components. Subsequently, an enhanced method for Part 

Pooling (RPP) is introduced. 

Additionally, Zhong et al. [6] address camera style 

adaptation (camStyle) as a solution to enhance data 

diversity and improve the performance differences 

among cameras. They initially utilize CycleGAN, which not 

only increases data variety but also introduces a 

significant level of noise. Zheng and colleagues propose a 

learning framework that employs the DG-NET network for 

the pairing of a generator module and a discriminator 

module for re-identification purposes. 

Mohammed et al. [7] introduce the real-time ReID-

DeePNet system, where they utilize the fusion of scores 

from two different deep learning models. In another 

study, Y. Zhu et al. [8] mimic the human visual perception 

process, which involves transitioning from coarse to fine-

grained observation. The core of this approach involves a 

multi-scale structure consisting of two key elements: the 

Global Channel-Aware Attention (GCA) module for 

capturing global structural information and the 

Adaptively Spatial Feature Fusion (ASFF) module for 

highlighting distinctive features. Furthermore, they 

introduce a Bidirectional Pairwise Metric (BPM) loss 

function. The topological relationship between global and 

local features forms a framework that derives a novel 

feature representation through a graph transformation 

network. This representation is then trained and tested, 

based on the work of Wang et al. [9]. 

Various other approaches have also been presented to 

address some challenges such as attention to non-human 

sections, high complexity of the model and inference 

time, use of false labels for unsupervised methods, etc. 

For example, In the work of Zhu et al. [10], alignment 

scheme in transformer architecture is discussed and 

automatic transformer (AAformer) is introduced for 

automatic localization of human and non-human parts. 

Cho et al. [11], proposed a new framework for Part-based 

Pseudo Label Refinement (PPLR) proposed to decrease 

label noises with a reliable complementary relationship. 

In another work, two types of attention maps have been 

used to inform feature maps about the individual and 

relevant body parts, for which a holistic attention branch 

(HAB) and a partial attention branch (PAB) have been 

proposed [12]. 

Datasets 

Research in the field of deep learning technology 

requires a substantial amount of data for model training. 

To exploit robust person ReID models, it is crucial to have 

the available ReID datasets with the characteristics of 

cluttered background, occlusions and overlapped bodies, 

etc [4].  

Given that person ReID is a thoroughly investigated 

problem, numerous datasets have been made available 

for research purposes. Datasets like VIPeR [13], GRID [14], 

and CUHK01 [15] not only have a limited number of 

individuals but also a small number of images per 

individual. Most of them employ handcrafted labeling 

methods for person identification. 

With the advancement of deep learning, small-scale 

datasets can no longer satisfy its training requirements. 

Therefore, large-scale datasets such as CUHK03[16], 
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Market1501 [17], and DukeMTMC-reid[18] have been 

proposed and accepted. 

The Market-1501 dataset is one of the most widely 

used datasets in the field of person detection and 

identification in images. This dataset includes 1501 

different individuals in an open environment, with a total 

of approximately 32,217 images collected from 6 

surveillance cameras equipped with various sensors. Each 

individual has around 6 to 20 images in the dataset, 

captured as full-body images. The dataset is divided into 

two parts: training and testing (query and gallery). The 

training part comprises images of the first 751 individuals, 

each having around 12 images. The testing part involves 

another set of 750 individuals, with only one query image 

per individual and approximately 4 to 18 gallery images 

for each individual [17]. 

CUHK03 is much larger dataset which includes 13164 

images of 1360 pedestrians.   Unlike existing datasets, 

which only provide manually cropped pedestrian images, 

this dataset provides automatically detected bounding 

boxes for evaluation close to practical applications [16]. 

In Fig. 1 an example of images from the two datasets 

used is presented.  

 

 
Fig.  1: Samples of images in the datasets, with part (a) being 
images captured from two separate cameras in the first and 
second rows from the cuhk03 dataset, and part (b) from the 

market-1501 dataset. 

To evaluate a Re-ID system, Cumulative Matching 

Characteristics (CMC) [19] and mean Average Precision 

(mAP) [17] are two widely used measurements. CMC is 

accurate when only one ground truth exists for each 

query, since it only considers the first match in evaluation 

process. However, the gallery set usually contains 

multiple groundtruths in a large camera network, and 

CMC cannot completely reflect the discrim- inability of a 

model across multiple cameras [20]. 

Backbone Networks 

Backbone networks serve as the primary feature 

extractors for object-detection and person ReID tasks. 

These networks take images as input and output feature 

maps corresponding to the input image. Most backbone 

networks used for object detection are originally 

designed for classification tasks, with the fully connected 

layers often removed. Enhanced versions of classification 

networks are also available. For instance, researchers 

have designed new backbones tailored to better address 

the specific challenges of object-detection. 

specific needs in tasks like [21] and [22] are addressed 

by modifying backbone networks, such as adding or 

removing layers or replacing some layers with other 

specialized design layers.  

Due to various requirements regarding accuracy 

alongside efficiency, individuals can choose deeper and 

more compact backbones like ResNet [23], ResNeXt [24], 

AmoebaNet, or lightweight backbones like MobileNet 

[25], ShuffleNet [26], SqueezeNet [27], Xception[28],  

MobileNetV2 [28]. When targeting mobile devices, 

lightweight backbones can meet the requirements 

effectively. 

The MobileNetV2 architecture is a deep neural 

network design for image processing with the goal of 

reducing the number of parameters and computational 

operations. This architecture is particularly beneficial for 

applications and devices with limited resources. As input 

images in many applications are larger than traditional 

matrices, the use of architectures with a high number of 

parameters and computational operations can lead to 

excessive computational resource consumption. This is 

where the MobileNetV2 architecture employs specific 

techniques to minimize resource consumption. 

The main structure of MobileNetV2 is composed of 

Depthwise Separable Convolution layers. These layers are 

divided into two main stages: 

Depthwise Convolution: In this stage, each input 

channel is convolved separately with a smaller kernel 

filter (usually 3x3 or 5x5). These filters are applied to each 

input channel and ultimately fulfill the role of a regular 

convolution. 

Pointwise Convolution (1x1 Convolution): In this stage, 

1x1 kernel filters are applied to the output of the previous 

stage. These filters are used to combine and transfer 

information between channels. Each input channel is 

transformed into an output channel. 

The combination of these two stages allows the 

network to aggregate information in a concise manner 

while significantly reducing the number of parameters 

and computational operations. Therefore, MobileNetV2 

is recognized as a lightweight architecture suitable for 

image processing on mobile devices and constrained 

resources [28]. 

Methods 

In this section of the research plan, the focus is on 

reviewing the efforts made in the field of person ReID 

using feature-based partitioning methods. Feature 



S. H. Zahiri et al. 

404  J. Electr. Comput. Eng. Innovations, 12(2): 401-408, 2024 
 

partitioning is a common approach in person ReID 

identification, where feature maps are divided into 

several non-overlapping regions or predefined blocks 

based on learning local features.  

Fig. 2 illustrates the overall workflow of the person 

ReID process. Initially, the CNN of interest is trained using 

the dataset to perform feature extraction. The images are 

divided into training and evaluation sets, with 80% used 

for training and 20% for evaluation. Subsequently, the 

network is tested using images from the query and gallery 

sets. One image is selected as the main image, and based 

on the extracted features, a decision is made regarding 

the similarity of individuals in the recognition task. 

 

Fig.  2: General approach in person re-identification. 

Here, the PCB (Part-based Convolutional Baseline) 

architecture has been employed to enhance common 

methods and align features [29]. This architecture takes 

the whole image as input and divides the resulting feature 

map into regular convolutional layers to segment it into 

different regions. Furthermore, the RPP (Random 

Partitioning Pooling) [5] method has been proposed, 

aiming to enhance the re-allocation of key points within 

each local area and strengthen stability to mitigate non-

alignment issues. 

 

In all these cases, Backbone networks that have been 

pre-trained on large datasets like ImageNet have been 

used. Architectures like ResNet [23] and DenseNet [31] 

are employed for tasks with larger dimensions and a need 

for higher computational and time resources. 

Additionally, lightweight architectures like MobileNetV2 

[29] are used to reduce computational costs. 

In this section, by modifying certain structures of the 

Backbone networks, the modified architectures are 

compared with the pre-trained ones. Due to the 

requirement for reduced computational costs in real-time 

applications, one of the main objectives of this 

comparison is to reduce training time. For this reason, the 

MobileNetV2 architecture has been implemented with 

modifications for use as a Backbone network for the 

purpose of conducting comparisons. 

In the design of the MobileNetV2 architecture, key 

parameters such as kernel sizes and channel numbers are 

carefully adjusted to strike a balance between accuracy 

and performance. Moreover, different versions of 

MobileNetV2 with varying depths and complexities can 

be used for different tasks. 

As depicted in Fig. 3, the MobileNetV2 architecture is 

utilized for the purpose of result comparison. The reason 

for choosing this architecture is its faster performance 

compared to other available architectures, ensuring 

lower computational costs and thus making it suitable for 

broader usage. Alongside this section, a block for image 

re-creation is injected into intermediate layers of the 

main architecture. In the Backbone network, the input 

image with dimensions of 256x128 and 3 channels from 

the color image is transformed through five stages to 

dimensions of 8x4 with a channel length of 1280. Finally, 

it is converted to dimensions of 1x1280 through average 

pooling. Subsequently, the final class is determined using 

a fully connected layer, PCB, or RPP method. 

 

 

Fig.  3: The MobileNetV2 architecture, coupled with the Image Recreating Layers  (IRL) block. 
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Image Recreating Layers (IRL): 

Image recreating layers are injected between the 

Backbone network layers. In this process, the input image 

passes through several sections in parallel with kernel 

sizes from different layers. The kernel sizes in the first 

layer of each section are 5, 7, and 9 respectively, and in 

the last section, two layers with kernel sizes of 7 and 5 are 

used. In subsequent layers of each section, a kernel size 

of 3 is used, and the output of each section is used among 

the blocks of the Backbone network. 

Table 1 reports details of the data used in training the 

network. This section contains the total count of images 

in the dataset and also accounts for the query and gallery 

images. Training images are typically divided into two 

groups: the training set and the evaluation set, which 

helps in validating the performance of the model. The 

table lists the number of classes utilized in training the 

network. 

 
Table 1: Information related to the data used in training the 
network 
 

Dataset 
Number 

of 
image 

Train 
image 

Valid 
image 

Quary 
image 

Gallery 
image 

Num 

train 

ID 

Market-

1501 

36036 12185 751 3368 19732 751 

Cuhk03 14097 6260 1105 1400 5332 767 

 

 

 

 

 

 

 

 

 

 

Additionally, the Table 2 includes results for these 

architectures with the added image recreating layers for 

CUHK03 and Market-1501 datasets. All these results were 

obtained under similar conditions for the Market-1501 

and CUHK03 datasets. 

A noteworthy point regarding the use of more complex 

networks like ResNet50 and DenseNet in this context is 

that these architectures have been pre-trained on large 

datasets. Moreover, they involve more layers, which 

significantly increases the training time as a result. 

The issue of processing time is highly critical to ensure 

the  feasibility  of   using   these    systems,   especially   in 

Results 

After applying the mentioned changes, the results 

obtained from the implemented experiments are 

summarized in Table 2 For the purpose of comparison, 

architectures like DenseNet and ResNet50 are pitted 

against MobileNetV2 along with fully connected layers.  

In Fig. 4, the visual output is presented. A single image 

from the Query set is chosen, and other images from the 

same class or those closely related are selected. Finally, 

it's determined which image belongs to the class of the 

original image. This distinction is indicated by the colors 

green and red. 
 

Table 2: Comparison of methods for market1501 and cuhk03 
datasets 

Methods Dataset Rank@1 Rank@5 mAP 

DenseNet market 0.877 0.955 0.698 

Cuhk03 0.498 0.517 0.362 

ResNet50 market 0.869 0.943 0.702 

Cuhk03 0.502 0.518 0.373 

ResNet50 

+IRL 

market 0.862 0.938 0.701 

Cuhk03 0.508 0.526 0.401 

MobileNetV2 market 0.685 0.854 0.444 

Cuhk03 0.407 0.467 0.213 

MobileNetV2 

+RPP+IRL 

market 0.686 0.857 0.451 

Cuhk03 0.437 0.473 0.261 

 

 

 

 

 

 

 

 

 

 

 

 

 

resource-constrained environments. Therefore, a trade-

off between accuracy and processing time is considered. 

Although the fundamental issue in this architecture lies in 

the number of its layers, it has been designed to increase 

speed for real-world applications and for use on 

hardware-constrained devices. Consequently, the 

accuracy of this architecture is lower compared to other 

architectures. The incorporation of the image recreation 

layer alongside it can bring about a partial improvement 

in the network's performance. If we use the image 

reformation layer in larger architectures, the results may 

not change significantly, and in some cases, it might 

 
Fig.  4:  The visual output of the utilized method. 
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deviate from the primary goal. According to the results in 

Table 2, it can be stated that the image reformation layer 

is more effective on architectures with fewer layers. 

According to Table 3, the execution time for each 
epoch during the training of various methods is presented 
in seconds. All these stages for all methods have been 
obtained under similar conditions with comparable 
hardware. The use of the MobileNetV2 architecture is 
faster by more than 50%, and this speed increase also 
holds true concerning the addition of the image 
recreation layer. 

In Fig. 5 and Fig. 6, the loss and accuracy curves related 

to the training are presented. These curves pertain to 

both the training and evaluation datasets.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusion 

Person ReID is a problem with numerous practical 

applications in our daily lives. It is crucial to employ 

methods that can consider its applicability by reducing 

computational costs. The trade-off between speed and 

accuracy is also a challenge that should be addressed, and 

the field should be flexible enough to use various 

methods depending on specific needs.  

During training, all the mentioned cases have used the 

CrossEntropy loss function. The number of epochs for 

training is set to 60, and a batch size of 32 is considered. 

 
Table 3: Implementation time of different methods 

Dataset 
Dens-
Net 

Res-
Net50 

ResNet 

+RPP 

Mobil-
NetV2 

Mobile-
NetV2 

+RPP+IRL 

Market-
1501 

63.7 

(s) 

50.3 

(s) 

85.5 

(s) 

23.2 

(s) 

29.3 

(s) 

Cuhk03 
90.4 

(s) 

79.9 

(s) 

110 

(s) 

50.9 

(s) 

50.2 

(s) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
Various challenges and issues exist in improving person 

ReID methods. One of these concerns is the limited 

quantity of data compared to other machine vision 

domains. Given the significance of input data in deep 

learning, challenges related to classification, 

identification, etc., involve vast datasets, while the person 

ReID problem is relatively constrained in terms of data. 

Furthermore, important architectures in this field have 

 
Fig. 5: The loss  charts for training and evaluation data. Section (a) is for market-1501 and (b) is for cuhk03. 

 
 

  
Fig. 6: The accuracy charts for training and evaluation data. Section (a) is for market-1501 and (b) is for cuhk03. 
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already been trained on these datasets. In the case of the 

MobileNetV2 architecture, it has been fully implemented 

and not pretrained. Another significant challenge is the 

quality of the data. Since these data are collected by 

cameras that often lack decent quality, using methods 

capable of establishing meaningful connections between 

image components is of special importance. 

The use of appropriate methods such as data 

augmentation and the application of generative 

adversarial networks (GANs), among others, can be 

employed to increase input data and enhance the 

performance of networks. Additionally, the adoption of 

techniques like Vision Transformers, which can establish 

meaningful relationships across the entire image, holds 

promise for future endeavors. 

In general, this work aims to establish an interactive 

relationship between hardware constraints and adequate 

accuracy. It is inevitable to consider that many existing 

methods may achieve higher accuracy, but they often 

come at the cost of increased computational 

requirements. This study strives to explore certain 

modifications and their implementations to effectively 

enhance results while taking into account this trade-off 

between accuracy and computational cost. 
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ReID Person re-Identification 

IRL Image Recreating Layers 
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HAB Holistic Attention Branch 

PAB Partial Attention Branch 

PCB Part-based Convolutional Baseline 

RPP Random Partitioning Pooling 

CMC Cumulative Matching 
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mAP mean Average Precision 
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