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Background and Objectives: Most of the recent dialogue policy learning methods 
are based on reinforcement learning (RL). However, the basic RL algorithms like 
deep Q-network, have drawbacks in environments with large state and action 
spaces such as dialogue systems.  Most of the policy-based methods are slow, 
cause of the estimating of the action value using the computation of the sum of 
the discounted rewards for each action. In value-based RL methods, function 
approximation errors lead to overestimation in value estimation and finally 
suboptimal policies. There are works that try to resolve the mentioned problems 
using combining RL methods, but most of them were applied in the game 
environments, or they just focused on combining DQN variants. This paper for the 
first time presents a new method that combines actor-critic and double DQN 
named Double Actor-Critic (DAC), in the dialogue system, which significantly 
improves the stability, speed, and performance of dialogue policy learning.  
Methods: In the actor critic to overcome the slow learning of normal DQN, the 
critic unit approximates the value function and evaluates the quality of the policy 
used by the actor, which means that the actor can learn the policy faster. 
Moreover, to overcome the overestimation issue of DQN, double DQN is 
employed. Finally, to have a smoother update, a heuristic loss is introduced that 
chooses the minimum loss of actor-critic and double DQN.  
Results: Experiments in a movie ticket booking task show that the proposed 
method has more stable learning without drop after overestimation and can reach 
the threshold of learning in fewer episodes of learning.  
Conclusion: Unlike previous works that mostly focused on just proposing a 
combination of DQN variants, this study combines DQN variants with actor-critic 
to benefit from both policy-based and value-based RL methods and overcome two 
main issues of both of them, slow learning and overestimation. Experimental 
results show that the proposed method can make a more accurate conversation 
with a user as a dialogue policy learner. 
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Introduction 
Task-based dialogue systems aim to interact with users to 

achieve their goals, such as movie ticket booking [1], 

restaurant reservation [2], and booking flights [3]. 

Dialogue systems, based on their structure of training, are 

divided into two categories: end-to-end and pipeline. The 

end-to-end ones directly map the user’s action in a 

natural language way to the agent’s response using a 

sequence-to-sequence model with supervised learning 

[4] Pipeline methods separate the system into some 

interdependent units, mainly natural language 

understanding (NLU), natural language generation (NLG), 

and dialogue management unit [5]. The dialogue 

management unit has the dialogue state tracker (DST) and 

the agent’s policy, mostly represented by a neural 

network.  
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The goal of a dialogue manager is to learn the dialogue 

policy. The policy decides which action should to choose 

based on the input state. In other words, the agent is 

trained in the dialogue management unit to learn the 

dialogue policy, so that it can interact directly with the 

knowledge base to create the appropriate action for each 

input from the user or user simulator [4]. 

Supervised learning and RL are used to train a task-

based dialogue system [6]. Based on the task, the input 

space can be very large and make the DST misunderstand 

the input from the user, cause of errors in the NLU unit. 

Therefore, to overcome this issue and insufficient 

available annotated data, Reinforcement learning (RL) 

can be used to learn the policy automatically using 

interacting with a user simulator Error! Reference source 

not found.Then learning the dialogue policy, which can be 

viewed as a Markov decision process (MDP) [8], [9], [10], 

is often formulated as an RL problem [11]. 

Two main categories of model-free RL algorithms are 

policy-based and value-based learning algorithms [12]. 

Deep Q-networks (DQN) is one of the most successful 

value-based RL algorithms [13]. As DQN has a 

maximization of overestimated action values, it tends to 

prefer overestimated to underestimated values. This 

overestimation makes DQN learn unrealistically high 

action values [14]. Double DQN, is one of the varies of 

DQN that solves the issue of overestimation in DQN by 

decoupling the action selecting function and 𝑄 value 

estimator [15]. 

Dialogue policy learning for tasks with large state-

action space, such as booking a movie ticket, needs to 

take a lot of dialogue turns to be able to explore in such a 

large space, leading to a long trajectory and finally 

delayed and sparse reward signals. To deal with reward 

sparsity, it’s possible to employ intrinsic reward after 

each action to guide the exploration. Another class of RL 

algorithms takes advantage of value-based and policy-

based RL algorithms methods, called actor-critic 

architecture. The critic is used to approximate the value 

and the actor tried to learn the policy, while the critic 

helps to update the actor by determining how much the 

action selected by the agent is good [16]. 

Many of the sequential decision-making problems, 

such as game playing, use DQN and its extension of it to 

learn the policy [17], [18]. DQN has been used in the 

context of dialog policy learning too [4], [19] but there is 

less effort in studying the extensions of DQN, especially in 

combination with other categories of RL algorithms such 

as actor-critic which is a combination of value and policy-

based algorithms.  

This study presents a new model for dialogue policy 

learning in a task-based dialogue system that combines 

the double DQN and actor-critic approaches to take 

advantage of both.  

According to our information, this study proposes the 

first method that combines double DQN with the actor-

critic method in a dialogue system environment. 

 The main contributions of this paper are as follows: 

• The whole structure of the proposed method is actor-

critic. The critic used to employ intrinsic reward after 

each action to guide the exploration and makes the 

learning process more stable in high dimensional 

state-action space. 

• To overcome the overestimation in DQN, double DQN 

is employed in the actor unit. 

• To have a smoother and faster update in the agent, the 

minimum of two errors was calculated based on the 

critic, and double DQN was obtained for optimizing the 

actor.  

The proposed model is evaluated on the movie ticket 

booking dataset. This dataset was collected via Amazon 

Mechanical Turk, with annotations provided by domain 

experts [4], [20]. The evaluation results show that the 

proposed model operates well in the dialogue system 

tasks with high dimensional state-action space and the 

training process is more efficient than the basic 

algorithms, double DQN, and actor-critic. 

The rest of the paper is organized as follows. First, 

briefly, researches that have investigated DQN methods 

in the dialogue system or have presented a new 

architecture of the combination of methods are reviewed. 

Then is provided some necessary background knowledge 

of the double DQN and actor-critic methods.  The next 

section involves the main contribution of this study, 

which discusses the presented method which combines 

double DQN with the actor-critic network, and presents 

the details of the method and components of the 

dialogue system.  In the results and discussion section, 

the experimental results of the proposed method on the 

movie ticket booking dataset are presented. Finally, the 

conclusion section, concludes the paper and makes 

suggestions for future research.  

Related Work 

There are many DRL-based approaches that are 

configured for dialogue management, but most of the 

complex DRL-based models that combine the variants of 

DQN or other types of RL algorithms, have been 

investigated in a game environment.  

Many researchers had studied deep reinforcement 

learning (DRL) algorithms (a combination of RL and deep 

learning) to improve their training performance. 

However, the use of RL faces several problems such as the 

requirement for a very large number of train data, the 

instability of learning, slow learning, and convergence 

problems caused by the overestimation.  

The first DRL method is DQN which for the first time 

proposed to play Atari games by Google Deep Mind [17], 
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[13]. Using a convolutional neural network (CNN), DQN 

extracts features from a screen of the game and then uses 

Q-learning [21] to learn how to play the game. A lot of 

research has been conducted on versions of DQN, to 

improve it. 

Normal policy-based methods are slow as they have to 

estimate the value of each action through multiple 

episodes, and then normalize the sum of the future 

discounted rewards for each action. Actor-critic is a 

combination of value and policy-based methods. The 

critic gives directions to the actor, which means that the 

actor can learn the policy faster. Actor-critic needs less 

computation too because the policy is explicitly stored, 

and actor-critic methods can learn the optimal 

probabilities of selecting various actions. There is a lot of 

research that proposed models based on the actor-critic 

in all environments such as asynchronous advantage 

actor-critic (A3C) [22], A2C [23], actor-critic using 

Kronecker-factored trust region (ACKTR) [24], and soft 

actor-critic. 

The actor-critic method has achieved superior 

performance on sequential decision-making problems 

[16], [19], [25]. Recently, some actor-critic algorithms are 

applied for dialogue policy learning, such as A2C [22], 

eNAC [26], and ACER [27]. ACER is the most efficient off-

policy actor-critic method that, unlike basic actor-critic 

methods, it uses experience replay and some other 

methods to reduce the bias and variance of estimators. Su 

et al. employed the actor-critic model in dialogue policy 

optimization and showed that it can make convergence 

faster and more stable than other RL methods such as 

DQN [14].  

In some of the complex stochastic environments, DQN 

leads to a suboptimal policy because of the 

overestimation of action values. This overestimation 

happens because of the noise on the approximations due 

to the generalization [14]. Hasselt et al. [15] presented a 

double-Q estimator for value-based RL methods to 

decrease the overestimated Q values. This leads to a more 

stable learning process and improves performance. While 

the double-Q estimator is the most popular method to 

solve the overestimation problem, there are other 

methods to solve this problem such as dropout 

techniques on DQN [28], cross DQN algorithm [29], and 

decreasing learning rate [30]. 

In the following, some popular research that tried to 

improve DQN in dialogue systems has been described. 

Firstly, studies that investigated DQN variants with 

different setups in a dialogue system environment to find 

the most suitable model have been described and 

concluded that DDQN could not outperform other 

variants such as dueling DQN. Then the works that 

investigated the actor-critic method as a combination of 

policy and value-based methods to overcome the 

problems of DQN have been described and concluded 

that actor-critic can help to increase the speed of learning 

in the dialogue system. Also, some of the comparisons 

between DQN variants and actor critic showed that actor 

critic can outperform all of them including DDQN this can 

be because of the large state action space in the dialogue 

system and the huge help of critic to overcome the slow 

exploration and learning. Moreover, results of related 

works show that double DQN is ineffective in an actor-

critic because due to the slow-changing policy in an actor-

critic, the current and target value estimates remain too 

similar to avoid maximization bias. Reference [31] 

developed a novel variant of double 

Q-learning which limits possible overestimation. And their 

results demonstrate that mitigating overestimation can 

greatly improve the performance of modern algorithms. 

References [32] and [33] investigated extensions of 

DQN such as double DQN, distributional DQN, and dueling 

DQN, individually and in combination, in the task-based 

dialogue system to find the most suitable model in a 

dialogue system. Finally, they concluded that choosing a 

specific algorithm for a specific task is not the right thing 

to do, and it depends on the state-action space, type of 

task, and the dataset. However, they have chosen the 

dueling network as the best choice over other methods or 

combinations. It seems that the network structure of 

basic DQN cannot model the Q-function perfectly while 

dueling DQN using an extra value function performs 

better in a dialogue system. 

Fatemi used deep policy networks which are trained 

with an advantage actor-critic method for statistically 

optimized dialogue systems. The training process is done 

in a two-step approach: supervised learning and batch-

based learning. The main benefit of their method, which 

paves the way for developing trainable end-to-end 

dialogue systems, was a combination of supervised and 

RL. They showed that the RL method based on an actor-

critic architecture can exploit a small amount of data and 

can be used to improve the convergence speed of RL in 

dialogue systems. They compared the results of DQN, 

double DQN, advanced actor-critic (A2C), and SARSA 

algorithms on the dialogue state tracking challenge 2 

(DSTC2) [34] dataset for the restaurant domain. 

According to experimental results, A2C had the fastest 

and best performance in convergence [35]. 

To reach to a faster and more stable learning, Gao 

proposed an adversarial A2C model which could perform 

well in the function of the dialogue system for ordering 

movie tickets. The proposed model trains a discriminator 

through an expert data file and online experiences. Then 

the trained discriminator is used as an additional critic to 

guide policy learning [23]. Also, Yen-Chen Wu proposed 

an actor-double-critic model to improve the performance 

stability of the DRL in a voice-based dialogue system for 
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restaurant ordering [25]. 

As mentioned in this section, most of the 

improvements in DQN and the combination of it with 

actor-critic methods are employed in game 

environments. Based on our information, there is no work 

that tries a combination of actor critic and double DQN in 

dialogue system environment. As the dialogue system 

environment in this study has a discrete space and usually 

dialogue systems in the real world suffer from slow 

convergence, two most popular extensions, double DQN 

to overcome the overestimation and actor-critic to faster 

convergence have been chosen to analyze and combine 

them to employ in this study. 

Background 

In this section firstly, the structure of whole dialogue 

systems described and after formulization the dialogue 

policy learning process as a Markov decision process, the 

two RL method that have been used in proposed new 

model in this study, are described. 

An end-to-end dialogue system has a user or a user 

simulator with a user goal. A user goal represents the 

user's goal of the conversation at a particular task. After 

choosing a goal, the user’s utterance passed through the 

NLU unit that the output of this unit is a lower-level 

representation of a natural language sentence, called a 

semantic frame. The DST takes the user’s action and the 

history of the current conversation to build a state 

representation as input for the agent to learn the policy. 

The policy of the agent unit chooses an action using 

interaction with a database to fill the information slots. 

The agent's output, which is the action in the form of a 

semantic frame, is sent to the NLG component, and it 

converts the action to a natural language format for the 

user [23]. 

In a discrete space of dialogue, at each time step 𝑡, the 

current state 𝑠𝑡 ∈ 𝑆 of the environment is sent to the 

agent. The agent responds by selecting an appropriate 

action 𝑎𝑡 ∈ 𝐴. The user gets this action and, based on the 

affection of it in the environment, gives to the agent a 

signal named as reward 𝑟𝑡+1 ∈ 𝑅 and new state 𝑠𝑡+1 ∈ 𝑆. 

Formalization of this cycle as a Markov decision process 

(MDP) is in the form of < 𝑆, 𝐴, 𝑅𝑡+1, S𝑡+1, 𝛾 > [36]. 

A.   Double DQN  

Deep 𝑄-network is the beginning of the development 

of RL into more complex decision-making problems. It 

tries to teach a network to predict the 𝑄(𝑠, 𝑎) value of 

action 𝑎 by receiving a state 𝑠. Using of target network 

trick, the loss to update the parameters of the agent at 

DQN with 𝑄’ as target network, formulated as (1), where 

𝛾 is discount factor which 𝛾 ∈ [0,1], and 𝛼 is learning rate 

[15]: 

L = (Rt+1 + γ max
a′

Q′ (st+1
, a′) − Q(st, at))                 (1)

     To solve the problem of the overestimation bias due to 

the maximization step in the conventional DQN, can 

decouple action selection and evaluation in DQN and 

rewrites the loss as (2) to update double DQN (DDQN): 

𝐿 = (𝑅𝑡+1 + 𝛾𝑄′(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡 , 𝑎𝑡))                            (2)                               

𝑎 = 𝑎𝑟𝑔𝑚𝑎 𝑥(𝑎′ ) 𝑄 (𝑠(𝑡+1), 𝑎′ )                                                (3)                                                      

B.  Actor-Critic 

Policy optimization methods are divided into two main 

categories: policy-based methods such as policy gradient 

and value-based such as Q-learning. But both of these 

major methods have drawbacks, which, combining two 

methods, can be complementary. Fig. 1 shows the general 

architecture of an actor-critic, combining policy-based 

and value-based approaches. The actor unit is used to 

generate the action.  

 

 
 

Fig. 1:   Actor-Critic architecture. 

 

The critic unit is supposed to approximate the value 

function and evaluate the quality of the policy used by the 

agent [37]. The evaluation method is the temporal 

difference (TD) error in (4), where V is the value function 

implemented by the critic [16]: 

𝛿𝑡 = 𝑅(𝑡+1) + 𝛾𝑉(𝑠(𝑡+1)) − 𝑉(𝑠𝑡)                                              (4)                       

The critic uses the TD error to update itself (value 

function’s parameters: 𝑤) in the gradient direction: 

𝑤 ← 𝑤 + 𝛼𝛿𝛻𝑤𝑉(𝑠)                                                                      (5) 

The actor too updates itself (the policy parameters: 𝜃) 

using the evaluation from the critic: 

θ ← θ + αδ∇θlnπ(s, a)                                                       (6) 

Methodology 

In this study as illustrated in Fig. 2, a novel hybrid 

architecture, combining actor-critic and DDQN in a 

dialogue system, has been proposed. The overall neural 

network architecture for policy learner is an actor-critic 

that for overcoming the overestimation of Q values, 

DDQN is used to calculate the unbiased Q values. 
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The structure of the proposed policy learner model has 

been explained in detail in the proposed method 

subsection in further.  

A.  Dialogue System 

In following firstly, the structure of the dialogue 

system framework and the elements of RL in this study 

like state and action, will be explained and then the 

proposed method will be explained in detail. 

The dialogue framework used to apply the proposed 

agent is an end-to-end dialogue system that for simplicity, 

remains only the dialogue management component, and 

the NLU and NLG components have been removed. Fig. 3 

shows the architecture of the dialogue system in this 

study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To train end-to-end, a user simulator is needed that 

can automatically interact with the dialogue system. The 

simulator first generates a user goal while the agent does 

not know it and tries to accomplish that goal. Fig. 4 shows 

an example of the general format of a user goal. A user 

goal consists of two sections, inform slots and request 

slots. Inform slots are pairs of slot-value that express user 

restrictions and conditions. Requested slots are slots that  

the user wants to find some value for, during the 

conversation with the agent [4].  

The inner function of the simulator is to produce action 

at each time step on a rule-based policy, based on the 

current state. The initial selected action by the user, must 

have at least one request slot and include the name of the 

movie as an information slot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2:   Architecture of Double Actor-Critic: DAC. 

 

 

Fig. 3:  Architecture of the used End-to-End dialogue system. 
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["𝑟𝑒𝑞𝑢𝑒𝑠𝑡 − 𝑠𝑙𝑜𝑡𝑠": ["𝑑𝑎𝑡𝑒": "𝑈𝑁𝐾", 

            "𝑠𝑡𝑎𝑟𝑡𝑡𝑖𝑚𝑒": "𝑈𝑁𝐾"], 
                    "𝑖𝑛𝑓𝑜𝑟𝑚 − 𝑠𝑙𝑜𝑡𝑠": ["𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑝𝑒𝑜𝑝𝑙𝑒": "5",  

                                            "𝑚𝑜𝑣𝑖𝑒𝑛𝑎𝑚𝑒": "𝑎𝑣𝑒𝑛𝑔𝑒𝑟𝑠"] 
 

Fig. 4:  Example of user goal. 
 

Briefly, a conversation cycle between the user 
simulator and the agent, as shown in Fig. 3, can be 
expressed as follows:  1) The user simulator produces an 
initial action according to certain rules. 2) The action of 
the user simulator, after applying noise in EMC, enters the 
DST in dialogue management. 3) Based on the 
information slots received from the simulator, the history 
and database are updated through interaction with the 
database. 4) A state is generated based on information 
retrieved from the database and history. 5) The generated 
state enters to the agent in the dialogue management 
and, based on the policy, action is generated. 6) The 
generated action, if its intent is informative, returns to the 
DST to quantify the information slots by interacting with 
the database and the history information in the DST. 7) 
The updated action enters to the user simulator. If the 
goal of the simulator will be completed and the desired 
ticket is found, the dialogue will close, otherwise, it will 
either end unsuccessfully or the dialogue will continue. To 
optimize this policy, in this research, dialogue 
management has been formulated as an RL learning 
problem. The state of this study is made up of useful 
information about the current state and conversation 
such as the last user action, last agent action, and round-
num. The round-num is encoded to let the agent know if 
the episode was close to its max limit number of rounds 
that the agent might take a match-found action. A match-
found action happens when the match ticket has been 
found. The steps taken to reach a match found action 
made a negative signal for the agent. As NLG and NLU 
components are ignored in the proposed system, then all 
the actions in this study, including the actions on the user 
side and agent side, are in the form of a semantic frame. 
Action in the form of a semantic frame including an intent. 
The intent represents the type of action and the rest of 
the action is split into inform slots which contain 
constraints and request slots which the sender does not 
know. In Fig. 5 Fig. 6 the format of action and state that 
are used in this work have been shown. 

Finally, since the NLU component has been removed in 

this study, an error model controller (EMC) is created to 

simulate the error resulting from NLU. EMC boosted the 

dialogue system and make it more resistant to the noise 

caused by the error in NLU. The error used in this study is 

changing slot values with a probability. 
 

 

 
    ["𝑖𝑛𝑡𝑒𝑛𝑡": "𝑟𝑒𝑞𝑢𝑒𝑠𝑡", 

"𝑖𝑛𝑓𝑜𝑟𝑚 − 𝑠𝑙𝑜𝑡𝑠": ["𝑐𝑖𝑡𝑦" ∶ "𝑠𝑒𝑎𝑡𝑡𝑙𝑒" ], 
"𝑟𝑒𝑞𝑢𝑒𝑠𝑡 − 𝑠𝑙𝑜𝑡𝑠": ["𝑑𝑎𝑡𝑒": "𝑈𝑁𝐾", "𝑠𝑡𝑎𝑟𝑡𝑡𝑖𝑚𝑒": "𝑈𝑁𝐾"]] 

 

Fig. 5:  Example of Action in this study. 

 

𝑆𝑡𝑎𝑡𝑒 = [𝑢𝑠𝑒𝑟 − 𝑎𝑐𝑡𝑖𝑜𝑛 − 𝑟𝑒𝑝, 
       𝑢𝑠𝑒𝑟 − 𝑖𝑛𝑓𝑜𝑟𝑚 − 𝑠𝑙𝑜𝑡𝑠 − 𝑟𝑒𝑝, 
        𝑢𝑠𝑒𝑟 − 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 − 𝑠𝑙𝑜𝑡𝑠 − 𝑟𝑒𝑝, 

        𝑎𝑔𝑒𝑛𝑡 − 𝑎𝑐𝑡𝑖𝑜𝑛 − 𝑟𝑒𝑝, 
        𝑎𝑔𝑒𝑛𝑡 − 𝑖𝑛𝑓𝑜𝑟𝑚 − 𝑠𝑙𝑜𝑡𝑠 − 𝑟𝑒𝑝, 
        𝑎𝑔𝑒𝑛𝑡 − 𝑟𝑒𝑞𝑢𝑒𝑠 − 𝑠𝑙𝑜𝑡𝑠 − 𝑟𝑒𝑝, 

        𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑠𝑙𝑜𝑡𝑠 − 𝑟𝑒𝑝, 
        𝑡𝑢𝑟𝑛 − 𝑟𝑒𝑝, 

        𝑡𝑢𝑟𝑛 − 𝑜𝑛𝑒ℎ𝑜𝑡 − 𝑟𝑒𝑝, 
 𝑘𝑏 − 𝑏𝑖𝑛𝑎𝑟𝑦 − 𝑟𝑒𝑝, 
  𝑘𝑏 − 𝑐𝑜𝑢𝑛𝑡 − 𝑟𝑒𝑝] 

 

     

B.  Proposed Method 

As mentioned before, dialogue policy learning can be 
formalized as a Markov decision process (MDP) in the 
form of < 𝑆, 𝐴, 𝑅𝑡+1, S𝑡+1, 𝛾 >. The policy 𝜋 is defined as 
a function 𝜋: 𝑆 × 𝐴 → [0,1] that with probability 𝜋(𝑠, 𝑎) 
takes an action 𝑎 in state 𝑠. The goal of RL is to find an 
optimal policy 𝜋∗, a policy that maximizes the value 
function which is the expected rewards of an episode in 
each state [36]. In this study, a hybrid deep reinforcement 
framework called Double Actor-Critic (DAC) was 
proposed, and 𝜖-greedy search is employed during the 
training (please see Fig. 2). Using of a policy gradient 
method can suffer from a large variance. To overcome 
this issue, instead of increasing the size of batch size 
which causes a bad effect on sample efficiency, has been 
introduced a critic. The critic reduces the variance and, at 
the cost of bias, makes an improvement on the sample 
efficiency. In other words, reducing the cumulative 
reward using subtracting it with a baseline which here is 
the critic value, will make smaller gradients, and then 
smaller and more stable updates in policy learning will 
happen [14]. As the space of action-state of the studied 
task in this research is large, hence, it was decided to use 
the actor-critic architecture to learn policies better. To 
have more stability in training, batch learning is used too. 
The whole structure of DAC is actor-critic and the 
algorithm of DAC shows in Fig. 7. To approximate the true 
value function of the current policy 𝜋𝜃 , a critic 
𝑄𝑤(𝑠,  𝑎) was introduced. The objective function is (7): 

𝐽(𝜃) = 𝐸𝑄𝜋𝜃
(𝑠, 𝜋𝜃(𝑠))                                                       (6) 

Using the deterministic policy gradient theorem, the 

gradient of the objective function is as (8): 

𝛥𝜃𝐽(𝜃) = 𝐸[𝛥𝜃𝜋𝜃(𝑠)𝛥𝑎𝑄𝜋𝜃(𝑠,𝑎)|𝑎 = 𝜋𝜃(𝑠)]                 (7) 

Then the Bellman operator, with expectation, is taken 

with respect to the next state 𝑠′, converted to (9) (line 5): 

𝑄𝜋(𝑠, 𝑎) = 𝑟(𝑠, 𝑎) + 𝛾𝐸 [𝑄 (𝑠′, 𝜋(𝑠′)) |𝑠, 𝑎]                   (8) 

And the TD error as final loss at this actor-critic 

network becomes (10) (line 7): 

𝐸 [𝑄𝑤(𝑠, 𝑎) − 𝑟(𝑠, 𝑎) +

      𝛾𝐸[𝑄𝑤
′ (𝑠′, 𝜋𝜃

′ (𝑠′))|𝑠, 𝑎]]                                              (9) 

Fig. 6:  Format of a state in this study. 
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Fig.7:  The algorithm of DAC. 

Hence, the objective function to optimize the policy in 
actor-critic is as (11) where (θ′, 𝑤′) referred to the 
parameters of actor and critic’s target network (line 2) to 
stabilize learning in TD error and 𝑇 is the number of steps 
in the episode (line 8).  

𝛥𝜃𝐽(𝜃) =
              𝐸[∑ 𝛥𝜃 𝑙𝑜𝑔 𝜋𝜃 (𝑠𝑖)𝑄𝑤(𝑠, 𝑎)𝑇−1

𝑖=0 ]                         (10) 

One of the problems with DQN in this task is that due 
to the maximization operator in predicting 𝑞(𝑠, 𝑎), the 𝑄 
value of some actions is likely to be overestimated. This 
problem led the agent to constantly learn some non-
optimal actions. In this task, in 𝑄 −learning, the value 
function is updated with a greedy target at step 𝑡 + 1: 

𝑦 = 𝑟 + 𝛾 𝑚𝑎𝑥
𝑎𝑡+1

𝑄(𝑠𝑡+1, 𝑎𝑡+1)                                          (11) 

However, if the target is susceptible to error 𝜖, then 
the maximum over the value along with its error will 
generally be greater than the true maximum [14]: 

𝐸𝜖[𝑚𝑎𝑥𝑎𝑡+1
(𝑄(𝑠𝑡+1, 𝑎𝑡+1) + 𝜖)] ≥

      𝑚𝑎𝑥𝑎𝑡+1
𝑄(𝑠𝑡+1, 𝑎𝑡+1)                                               (12) 

To solve this problem, two separate networks are 
used, one to select the appropriate action and the other 
to calculate the value of actions, and since these two 
separate models are trained, it is less likely to estimate 
the same actions. To implement the proposed 
architecture, there are two similar networks called online 
and target as actor part, that per each some fixed number 
of episodes, the weights of the online network are copied 
to the target. In the target 𝑄 value calculation, for 
updating network weights, the 𝑄 value is obtained based 
on the selected action of the online model but through 
the target model. While in DQN a maximum is used to 
calculate the 𝑄 of the next state, but here first the best 
action of the next state is selected and then the 𝑄 value 
of that action is extracted from the target network. 
Finally, to have smaller gradients, the 𝑄(𝑠, 𝑎) calculated 
using the online network in the actor part, at the episode 

< 𝑒 = 𝑠, 𝑎, 𝑟′, 𝑠′ >, is subtracted by the (14) (line 6): 

 𝑌𝑑𝑜𝑢𝑏𝑙𝑒 = 𝑟′ + 𝛾𝑄𝑡𝑎𝑟𝑔𝑒𝑡(𝑠′, 𝐴)                                       (13) 

which 𝐴 is the optimal action obtained by the online 
network and the result of this subtracting is assumed as a 
double loss (line 9). To have a smoother update in the 
agent, the minimum of two losses of actor-critic (10) and 
double was obtained for updating of actor, in each batch 
(line 12). The target network of DDQN updates 
periodically based on the weights of actor (line 15), and 
critic updates based on the target 𝑄 value that is 
calculated in the critic component. Updating of actor-
critic done using stochastic gradient V with learning rates 
α and β respectively (lines 13,14), which adjusted are 
using ADAM [38]. 

Results and Discussion 

This study considers a task-based dialogue system for 
helping users to book movie tickets. During the 
conversation, the dialogue system gathers information 
about the customer’s desires and ultimately books the 
movie tickets. The environment then assesses a binary 
outcome (success or failure) at the end of the 
conversation, based on whether or not the movie is found 
in a limited time. The focus of this study is on the 
evaluating the DQN methods and the proposed novel 
model, DAC. 

C.   Dataset 

The basic conversational data were collected via 
Amazon Mechanical Turk, with annotations provided by 
domain experts. The annotated dataset that has been 
used in this study is for movie ticket booking [4], [20] It 
consists of 2890 dialogue sessions, with approximately 
7.5 turns per session on average. The annotated data 
includes 29 dialogue actions and 11 slots, of which most 
of the slots are inform slots, that users can use to 
constrain the search, and some are request slots, of which 
users can ask for values from the agent. 

D.  Analysis 

For analyzing the performance and improvements in 
the presented new architecture, the dialogue system of 
the proposed method was trained with DDQN and the 
proposed model DAC. Then based on the success rate 
factor, these models were compared and the results of 
these experiments are shown in follow. All 
implementations have been performed in Google’s Colab 
environment. The hyperparameter settings are given in 
Table 1. 
Table 1:  The parameters of model 

Parameter  Value 

discount factor  0.9 
max memory size  100000 
DQN hidden size  80 
batch size  16 
learning rate  1e-3 
warm up memory  7000 
number of episodes  15000 
train frequency 100 
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E.  Results 

In this section, the actor-critic and DDQN and the 
combination of them implemented and the performance 
of them at the move ticket booking task, have been 
analyzed. The metric that has been used to measure the 
quality of the agent was the success rate. Per each 
transition, a reward based on the reward function and a 
success score is returned. A good policy should have a 
high success rate. The success rate (15) is known as the 
fraction of dialogues that are done successfully where the 
user goal matches the information the system acquired 
during the interaction: 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑅𝑎𝑡𝑒 =
𝑃𝑒𝑟𝑖𝑜𝑑 𝑆𝑢𝑐𝑐𝑒𝑠𝑠 𝑇𝑜𝑡𝑎𝑙

𝑓𝑖𝑥𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑡𝑟𝑎𝑖𝑛
                          (14) 

    I)  Double DQN  
Previous works [17] have experimented with variants 

of DQN on Atari games. Wang [39] did research that 
experimented with variants of DQN in the same task and 
dataset in the dialogue system and reported that DDQN 
improves very little in most environments while 
performing better in restaurant and taxi domains. But it 
seems not to affect significantly in the movie domain. 
Based on the setup of learning at experiments, as shown 
in Fig. 8 of DQN and DDQN, the behavior of both likely is 
the same. However, it looks like in training for future 
episodes, the results get better. Then, it can be concluded 
that DQN does not suffer a lot from the problem of 
overestimation in Q value predicting in this task, hence, 
the improvement of DDQN here is limited. This can 
happen, because of some reason, an agent at this task 
could predict Q values near to actual Q values and non-
optimal actions are not given a higher Q value than the 
optimal best action. 

 
Fig. 8:   Success rate of double DQN vs. DQN. 

    II)  Actor Critic  
Regular policy-gradient methods have slow 

convergence due to the large variances of the gradient 

estimates. The actor-critic methods attempt to reduce 

the variance using a critic network to estimate the value 

of the policy, which is then used to update the actor 

parameters [26].  As shown in Fig. 8 of DQN and actor-

critic, the behavior of both likely is the same, but the 

actor-critic improved in stability success rate. It shows 

that the critic made actor decisions better and more 

accurately with more stability. 

 
Fig. 9: Success rate of actor critic vs. DQN. 

    III)  Double Actor Critic 
In this paper, DDQN and actor-critic methods are 

combined to have the advantage of both. Based on the 

result of experiments on DDQN shows it doesn't have a 

significant effect to improve the DQN, but actor-critic 

made the agent more stable and faster. Hence, it is 

expected that the behavior of the proposed model, DAC, 

be affected by the actor-critic more and the behavior 

should be more stable. It is noteworthy that the proposed 

model reached the threshold of success rate faster too 

(please see Fig. 10). It can be concluded that the 

collaboration of the critic and target model of DDQN can 

result in better and solve some overestimation issues of 

DQN and actor-critic too. In Fig. 11, the behavior of all 

methods is shown. 

 
Fig. 10:  Success rate of double actor critic vs. DQN. 

 
Fig. 11:  Comparison of Actor-Critic, Deep Q Network (DQN), 

Double Deep Q Network (DDQN), and Double Critic-Actor  
(DAC) based on the success rate metric. 
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Conclusions 

This study proposed a new architecture that combined 
two reinforcement methods, actor-critic and DDQN to 
have the advantage of both methods and examined it on 
a task-based dialogue system for booking the ticket movie 
task. DDQN has no significant effect on the results of DQN 
at this task and can conclude that this task does not suffer 
from notable overestimation that it can happen because 
of the task features. Actor-critic made more effect on the 
success rate and made the learning more stable and 
accurate. Finally, the investigated model, DAC, shows 
somehow comparable results. Actor-critic made it faster 
and more stable and can conclude that collaborating with 
the DDQN and actor-critic to make more accurate 
decisions, ends well as DDQN could solve new 
overestimation made by the actor-critic.  

In a real application, the domain of dialogues is usually 
multi-domain and the diversity of actions is more and the 
training process is more complex. Then in this situation, 
learning is getting slower and more unstable. The biggest 
advantage of the proposed method in this study is a faster 
and more stable convergence in a complex domain.  

In this study a user simulator with a rule-based policy 
has been used to interact with the agent in training. 
However, the best way is using a real user but it’s not 
possible cause of the time and cost of it. This is obvious 
that the trained model with a user simulator is not 
excellent in the test step with the real user but the 
training with the simulator is a common and useful 
method. However, using a multi-agent interaction can be 
a good resolve that is out of the subject of this study.  

The proposed idea of combining two methods and 
analysis from this research guide the future directions of 
applying more types of actor-critic methods to DQN 
variants for dialogue policy learning, although some 
methods may don't behave as well as they behave in Atari 
environments cause of different environmental features. 
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