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 Background and Objectives: Stock markets have a key role in the economic 
situation of the countries. Thus one of the major methods of flourishing the 

economy can be getting people to invest their money in the stock market. 
For this purpose, reducing the risk of investment can persuade people to 
trust the market and invest. Hence, Productive tools for predicting the future 
of the stock market have an undeniable effect on investors and traders’ 
profit. 
Methods: In this research, a two-stage method has been introduced to 
predict the next week's index value of the market, and the Tehran Stock 
Exchange Market has been selected as a case study. In the first stage of the 
proposed method, a novel clustering method has been used to divide the 
data points of the training dataset into different groups and in the second 
phase for each cluster’s data, a hybrid regression method (HHO-SVR) has 
been trained to detect the patterns hidden in each group. For unknown 
samples, after determining their cluster, the corresponding trained 
regression model estimates the target value. In the hybrid regression 
method, HHO is hired to select the best feature subset and also to tune the 
parameters of SVR. 
Results: The experimental results show the high accuracy of the proposed 
method in predicting the market index value of the next week. Also, the 
comparisons made with other metaheuristics indicate the superiority of HHO 
over other metaheuristics in solving such a hard and complex optimization 
problem. Using the historical information of the last 20 days, our method has 
achieved 99% accuracy in predicting the market index of the next 7 days 
while PSO, MVO, GSA, IPO, linear regression and fine-tuned SVR has achieved 
67%, 98%, 38%, 4%, 5.6% and 98 % accuracy respectively. 
Conclusion: in this research we have tried to forecast the market index of the 
next 𝑚 (from 1 to 7) days using the historical data of the past 𝑛 (from 10 to 
100) days. The experiments showed that increasing the number of days (𝑛), 
used to create the dataset, will not necessarily improve the performance of 
the method.  
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Introduction 
Stock markets have key roles in the economic situation 
of the countries. In order to keep or increase capital, 
traders are buying and selling different companies' 

shares. Also, the companies can increase their fund by 
selling their shares in the stock market. So, investing in 
the stock market can result in growing the economic 
situation and, as a result of that, expanding the industry 
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section. Accordingly, persuading people to invest their 
money in the stock market is the first step to flourish the 
economy. On the other hand, it is necessary to reduce 
the risk of investment. Since the stock market can be 
affected by several internal and external factors, 
promising investment relies heavily on dependable 
prediction methods.  

Thus, forecasting the stock markets has become one 

of the hot topics among traders and researchers in the 

last years. Numerous researches have been conducted in 

recent years based on the theory of the repetitive nature 

of stock market behavior. In these researches, several 

mathematical methods have been developed to forecast 

the future price of a stock or to forecast the future of a 

stock market index. Due to the nonlinearity, complexity, 

and noisy time-series data of the stock market, 

mathematical approaches are not reliable for prediction. 

but on the other hand, Machine learning methods, such 

as Support Vector Machine (SVM) and Artificial Neural 

Networks (ANN), have proven themselves as powerful 

and reliable forecasting methods. Metaheuristics are 

strong optimization algorithms that have gained much 

attention in the last years. These algorithms have been 

used frequently to solve complex optimization problems 

such as [1]-[6].  

Many real-world problems in machine learning and 

artificial intelligence are hard to be tackled using 

conventional mathematical approaches such as 

conjugate gradient, sequential quadratic programming, 

fast steepest, and quasi-Newton methods [7], [8] due to 

the continuous, discrete, constrained, or unconstrained 

nature.  

Thus these methods are not efficient in solving many 

large-scale real-world multimodal, non-continuous, and 

non-differentiable problems. Accordingly, metaheuristic 

algorithms have been invented and utilized to tackle 

these kinds of problems.  

These algorithms have become very popular among 

researchers because of their simplicity, effectiveness, 

and ease of implementation process.  

In this research, a two-stage prediction method is 

introduced to forecast the future of the Tehran Stock 

Exchange market index value.  

In the first stage, a novel automatic clustering 

algorithm, called APSO-Clustering, is utilized to extract 

different clusters of the data points and in the second 

stage a hybrid regression method, combination of Harris 

Hawks Optimization algorithm (HHO) and Support Vector 

Regression (SVR), is used for each cluster’s data points to 

detect the hidden patterns of them. Numerous 

experiments have been conducted to evaluate the 

efficiency of the method in predicting the stock market 

index value in the next 𝑚 (1 to 7) days using the 

historical information of the past 𝑛 (10 to 100) days and 

technical indicators.  

The results of the experiments showed the 

effectiveness and high potential of the proposed method 

in forecasting the future. The main contributions of our 

work are:  

1. Using a novel automatic clustering algorithm to 

divide the dataset in to smaller clusters of data 

to improve the performance of the model. 

2. Using Harris Hawks optimization algorithm to 

tune the parameters of SVR and feature 

selection simultaneously. 

3. Investigating the impact of historical 

information on the performance of the model.  

4. Predicting the market index value for the next 

seven days.  

There are two important issues should be mentioned 

as the research limitations. First, the dollar exchange 

rate has impact on the market but it is neglected in this 

research due to the lack of a structured dataset 

containing the daily price of dollar.  

Second, some important economical indexes, such as 

inflation rate, have intense effect on the market index, 

but unfortunately, there is no structured and useful 

dataset containing these kinds of information for each 

working day. The paper is organized in the following 

manner:  

• Background: a complete review on related works 

• Data preparation: the procedure of preparing 

training data. 

• Proposed method: a complete explanation about the 

prediction method. 

•  Experimental results. 

• Conclusion.  

Background 

In 2016 Usmani et al. studied the performance of 

different machine learning techniques on predicting the 

market performance of the Karachi Stock Exchange (KSE) 

[9]. They have trained the classifiers on a dataset 

containing different attributes such as gold and oil rates, 

political news, historical data of the market, etc. for a 

binary classification problem (positive or negative 

market index).  

Their results indicate that machine learning 

techniques have a great capability in predicting the stock 

market. On the other hand, investigating the effect of 

different factors on the stock market, they proved that 

Petrol price is the most related factor while the foreign 
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exchange rate does not affect the performance of the 

stock market.   

In 2017 Pyo et al. have investigated the predictability 

of machine learning techniques to predict the trends of 

the Korean stock market index (KOSPI 200) [10]. They 

have analyzed the performance of three nonparametric 

machine learning models: artificial neural network, 

support vector machine with polynomial, and radial basis 

function kernels. Their experiments revealed that the 

prediction of the KOSPI 200 using technical indicators (as 

inputs of the machine learning models) does not result in 

a good performance for market investments. On the 

other hand, they show that the google trend is not a 

suitable input factor in predicting the KOSPI 200 index 

prices.  

In 2018 Senapati and his colleagues presented a 

hybrid method called, PSO-ANN, to predict the open 

price of a stock for 1 day ahead [11]. In this method, PSO 

is utilized to tune the weights of the Adaline neural 

network.  

The time-series data of the Bombay stock market is 

used to evaluate the performance of the proposed 

method.  

According to the reported results, PSO-ANN has 

shown better performance than ANN which indicates the 

efficiency of PSO in training ANN. 

In 2018 Hu et al. introduced a method based on an 

improved sine cosine optimization algorithm (ISCA) and 

backpropagation neural network (BPNN) to predict the 

direction of stock markets (ISCA-BPNN) [12]. They have 

used ISCA to find the best possible values of the weights 

and biases of the neural network for maximum accuracy. 

In fact, ISCA is utilized to train the BPNN to predict the 

opening price of the next day with maximum accuracy. 

Evaluating the performance of the proposed method on 

“S&P 500” and “Dow Jones” datasets, they have 

demonstrated the superiority of the ISCA over GWO, 

WOA, and PSO. 

In 2019 a new approach based on deep neural 

networks is introduced by Pang and his teammates [13]. 

In this project, two types of deep learning methods are 

used to forecast the Shanghai A-shares composite index:    

1- LSTM with embedded hidden layer. 2- LSTM with 

automatic encoder.  

Furthermore, in this research, a new concept, called 

“Stock Vector” is introduced. In fact, the input is not a 

single index or a single stock index, but multi-high 

dimensional historical data. 

Gozalpour and Teshnehlab have proposed a stock 

price prediction method using deep neural networks in 

2019 [14]. In their method dimensional reduction 

algorithms (PCA and autoencoder) are used to map the 

data points into a new feature space.  

Besides, their method is designed to predict the close 

price of the next day using the stock price information 

(open price, lowest price, highest price and volume 

transaction) of the past 30 days. The method is tested on 

three NASDAQ symbols.  

Ghanbari and Arian have introduced a hybrid 

regression method, briefly called BOA-SVR, in 2019 [15]. 

In this method BOA is used for parameter tuning of SVR. 

Also, phase space reconstruction method is used for 

data preparation.  

In 2020 Vijh et al. have used ANN and Random Forest 

for the prediction of the close price [16]. The methods 

are trained using 6 new features extracted from the 

historical close prices of different stocks including 1- 

stock High minus Low price. 2- stock Close minus Open 

price. 3- Stock price’s seven days’ moving average.  4- 

Stock price’s fourteen days’ moving average. 5- stock 

price’s twenty-one day’s moving average. 6- stock price’s 

standard deviation for the past seven days. After testing 

the methods on different companies of the NASDAQ 

stock market, the results showed the superiority of ANN 

over Random Forest.  

Ecer and his colleagues have introduced a hybrid 

stock index forecasting method in 2020 [17]. In their 

research, they have utilized evolutionary algorithms to 

train MLP to estimate the direction of the Borsa Istanbul 

(BIST) index using 9 technical indicators. Their 

experiments have shown that using 𝑇𝑎𝑛ℎ(𝑥) as the 

output function of MLP results in better accuracy in 

compare to Gaussian function.  

In a research project, conducted by Nabipour and his 

teammates in 2020, the performance of nine machine 

learning methods (Decision tree, Random forest, 

Adaptive Boosting (Adaboost), eXtreme Gradient 

Boosting (XGboost), Support Vector Classifier (SVC), 

Naïve Bayes, K-Nearest Neighbors (KNN), Logistic 

Regression and Artificial Neural Network (ANN)) and two 

powerful deep learning models (Recurrent Neural 

Network (RNN) and Long Short-Term Memory (LSTM)) 

are compared over the stock data of four different 

groups of stocks in Tehran stock exchange market [18]. 

They have used ten technical indicators as input 

variables for the learning models in two ways: 

continuous and binary. Their results showed the 

superiority of deep learning models over conventional 

machine learning models in both cases.  

In a paper published recently, Awan et al. have used 

several machine learning methods for stock price 

prediction including linear regression, generalized linear 

regression, random forest, decision tree, naive Bayes 
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and logistic regression [19]. They have used the historical 

data of the 15 famous companies and also the data in 

news, twitter, blogs and etc. to train the predictive 

models. Based on their experiments, linear regression, 

random forest and decision tree have shown the best 

performance in predicting the close value of the next 

day.  

Kofi and his colleagues have tried to address the 

problem of stock price prediction in a different 

perspective [20]. They have proposed a fusion 

framework, based on convolutional neural network and 

a Long-Short term memory, to create a structured 

dataset by fusion of different heterogeneous datasets. 

To evaluate their framework, they have created a 

dataset of Ghana stock exchange market using different 

type of datasets ad trained a CNN on the created 

dataset. Their prediction accuracy showed that their 

framework has a positive effect on the final accuracy of 

the prediction model. 

Tuarob et al. have proposed an end-to-end 

framework for stock market prediction [21]. Their 

framework, called DAViS, has different capabilities 

including data collection, analyzation and visualization. 

This framework can process the related heterogeneous 

stock data.  

Also, it uses ensemble learning to predict the close 

price of a stock for one day ahead. Their simulation 

results, showed an improvement in the accuracy in 

compare to other baseline methods.  

In [22] Muhammad Ali and his colleagues, have used 

the resilient back-propagation neural network to predict 

the direction movement of the stock market index. They 

have tested their method on KSE-100 index, KOSPI index, 

Nikkei 225 index and SZSE composite index. Comparing 

the results to SVM, showed the superiority of the neural 

network over SVM.  

In most of the researches conducted recently, the 

researchers have used deep learning models to uncover 

the patterns hidden in the train data since the stock 

markets data contain a huge amount of information. 

Actually, analyzing the massive time-series data of the 

stock markets requires powerful learning models. 

Although deep learning models are strong methods that 

can be used to build accurate prediction models, the 

most important issue is the high cost of using these 

methods. In other words, to use deep learning methods, 

a powerful processing machine is needed. Another group 

of researchers has tried hybrid learning methods for this 

purpose.  

Usually, in these methods, a metaheuristic algorithm 

is utilized to train a machine learning algorithm on the 

data, more effectively. Despite the effectiveness of 

hybrid learning methods, massive and high-dimensional 

datasets in addition to the iterative nature of 

metaheuristics result in a time-consuming training phase 

and decreasing the efficiency of the learning method in 

uncovering the hidden patterns of the data. So in this 

research first, the huge and high-dimensional training 

dataset is divided into smaller datasets based on their 

similarity using a novel automatic clustering algorithm.  

In the next step, instead of training a single machine 

learning method on the whole massive data, an 

independent regression method in trained for each 

group of dataset individually.  

Training different regression methods on the smaller 

datasets, containing similar data points, has had a key 

role in the performance of the prediction method. On 

other hand in the second phase, the metaheuristic 

algorithm (HHO) is used to find the best feature subset in 

addition to the parameters of the machine learning 

method (SVR).  

Removing redundant features and using informative 

ones to train the machine learning method, improve the 

final accuracy of the prediction model.  

Briefly, the main difference between our method and 

other methods, is that we have tried to reduce the 

amount of data and dimensions in a heuristic way to 

improve the performance. The experimental results 

show the effect of clustering and feature selection.  

Data Preparation 

In this research, the historical data of the past 𝑛 days 

and four technical indicators including Bollinger bands 

(upper band, the middle band, and the lower band) and 

RSI are used to predict the index of the Tehran stock 

market in the next 𝑚 days. For example, for 𝑛 = 20 and 

𝑚 = 1, the historical data of the past 20 days (close, 

open, high, low and volume) besides four technical 

indicators are used to predict the market index in the 

next day. In this case, the first data point of the dataset 

is a vector with 104 items including the historical 

information of the first 20 working days and the 

corresponding technical indicators.  

The target value is the close value of the 21st day. 

Similarly, the second object of the dataset contains the 

historical data and technical indicators from the second 

to the 21st working day and the target is the stock 

market index value in the 22nd working day. In fact, the 

main goal of this research is to predict the stock market 

index in the next 7 days using a two-stage prediction 

method. In this way, we have investigated the effect of 

window size (𝑛) in the performance of the stock market 

index predicting method. The method is completely 

explained in the next section.  
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Proposed Method 

The proposed method includes two stages: 1- 

clustering. 2- regression. In the first stage, APSO-

Clustering [23]-[25] is utilized to cluster the training 

dataset. This novel automatic clustering algorithm, which 

can detect the number of clusters in addition to the 

centroids, divides the whole training dataset into 

different clusters. In the second stage, for each detected 

cluster a regression method, which is a combination of 

Harris Hawks Optimization algorithm (HHO) and Support 

Vector Regression, is hired to uncover the hidden 

patterns of each cluster.  

In this hybrid regression method, briefly called HHO-

SVR, HHO is utilized for feature selection and parameter 

tuning of SVM. Actually, in the training phase, HHO 

searches the solution space to find the best subset of 

features and the optimal value for the SVM’s parameter. 

To estimate the target value of a test sample, after 

distinguishing its cluster, the corresponding trained 

regression model determines the target value of the test 

sample.  

A.  APSO-CLUSTERING 

APSO-Clustering, designed based on Particle Swarm 

Optimization algorithm, can detect the proper number 

of clusters in addition to the position of centroids. This 

clustering method works in two phases.  

Detecting the number of cluster is the main goal of 

the first phase while, finding the exact position of the 

centroids is the main goal of the second phase. Thus the 

main superiority of APSO-Clustering over traditional 

clustering methods such as K-means and fuzzy C-means 

is its high capability in detecting the number of clusters. 

This capability is more valuable when dealing with big 

datasets. In both phases, PSO-Clustering, a non-

automatic clustering method, is used. In this clustering 

method, Particle Swarm Optimization algorithm is hired 

to find 𝑘 centroids, while 𝑘 should be predetermined by 

the user.  

In fact, 𝑘 is the input of PSO-Clustering. In the first 

phase of APSO-Clustering, PSO-Clustering is run several 

times sequentially with different values of 𝑘 to detect 

the best-fitted number of clusters. Each time, the best 

solution found by PSO is compared with the previously 

found solutions to distinguish the best value of 𝑘. In 

each step of the first phase, the number of population 

and iteration numbers are set to 5 and 150 respectively, 

and also Calinski-Harabasz index is used for fitness 

evaluation. In the second phase, again PSO-Clustering 

finds out the exact position of 𝑘 centroids. In this phase, 

to explore and exploit the search space completely, the 

iteration number is set to 600.  

The pseudo-code of APSO-Clustering is shown in Fig. 

1. In the next sections, HHO and HHO-SVR are described 

respectively. 

 

 
 

Fig. 1:  the pseudo-code of APSO-Clustering [23]. 

 

B.  Harris Hawks Optimization algorithm (HHO) 

This optimization algorithm is invented by the 

inspiration of Harris’ Hawks hunting mechanism. The 

Harris’ Hawk is a well-known bird of prey that survives in 

somewhat steady groups found in the southern half of 

Arizona, USA [26].  

These birds are known as truly cooperative predators 

in the raptor realm. The main tactic of Harris’ Hawks to 

capture prey is “Surprise pounce” which is also known as 

the “seven kills” strategy. In this strategy, several Hawks 

try to cooperatively attack from different directions and 

converge on a detected escaping rabbit at the same 

time. HHO algorithm is created by mimicking the 

behavior of the Harris Hawks in hunting and also the 

behavior of the prey (rabbit) in escaping mechanisms. In 

fact, in this algorithm, the Hawks are the search agents 

and the prey is the optimum solution supposed to be 

found (hunted) by the search agents (Harris Hawks). 

Generally, HHO consists of two phases: 1- exploration. 2- 

exploitation. In each phase, the search agents move in 

the solution space using a specified criterion [27]. 

Exploration phase: In the exploration phase, the 

search agents try to discover different areas of the 

solution space which is also a common strategy among 

the Harris Hawks in nature. This strategy (exploration) is 

modeled in HHO by the following equation:  

𝑋(𝑡 + 1)

=  {
𝑋𝑟𝑎𝑛𝑑(𝑡) −  𝑟1 |𝑋𝑟𝑎𝑛𝑑(𝑡) −  2𝑟2𝑋(𝑡)|                          𝑞 ≥ 0.5

(𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚(𝑡)) − 𝑟3(𝐿𝐵 +  𝑟4(𝑈𝐵 − 𝐿𝐵))   𝑞 < 0.5
 

(1) 

Stage 1:

Inputs: number of sequences, length of sequence, number of population

For i=1 to number of sequences do:

1.k =  Generate a random integer  number  

2. beginning population =  Generate a random population

3.Current state.fitness =  inf

4. Current state.k=Ø 

for  j=1 to length of sequence do:

if (j==1) do:

current state.k=k

end

best fitness =  PSO-Clustering(k , beginning population)

if best fitness <  current state.fitness

current state.fitness=best fitness

curent state.k=k

end

k =  current state.k ± ɛ 

end

Bestk[i] =  current state.k

End

Output: find the best solution which has the best fitness amount, its corresponding k and 

corresponding beginning population

Stage 2:

Final output =  PSO-Clustering(best k, beginning population)
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According to (1), the search agents explore the 

solution space using two strategies:  

1- Perching based on the position of the search agents 

and the position of the rabbit (best search agent) for the 

condition of 𝑞 < 0.5.  

2- Perching on random locations inside a specified range 

for the condition of 𝑞 ≥ 0.5. 

In this equation, 𝑋(𝑡 + 1) indicates the location of 

the search agents in the next iteration, 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) is the 

position of the best solution found from the beginning of 

the optimization process, 𝑋(𝑡) is the current position of 

the search agents, 𝑟1, 𝑟2, 𝑟3, 𝑟4 and 𝑞 are random 

numbers inside (0.1), 𝐿𝐵 and 𝑈𝐵 are lower and upper 

bounds of the variables, 𝑋𝑟𝑎𝑛𝑑(𝑡) is a randomly selected 

search agent and 𝑋𝑚(𝑡) is the average position of the 

search agents. 

Exploitation phase: In the exploitation phase, the 

Hawks perform the “surprise pounce” strategy to catch 

the rabbit. On the other hand, the rabbit also tries to 

escape from the dangerous situation. Thus based on the 

probability of escaping, which is defined by a random 

number (𝑟) and the energy of the rabbit, shown in (2), 

four strategies are defined for the exploitation phase.  

𝐸 = 2𝐸0(1 −
𝑡

𝑇
) 

(2) 

Soft besiege: If 𝑟 ≥ 0.5 and |𝐸| ≥ 0.5 the rabbit has 

enough energy to escape.  

The following equations show the movement of 

search agents in this situation:  

𝑋(𝑡 + 1) =  ∆𝑋(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡)| (3) 

∆𝑋(𝑡) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡) (4) 

In these equations, ∆𝑋(𝑡) presents the difference 

between the position of the rabbit and the current 

position. 𝑟5 is a random number and 𝐽 = 2(1 − 𝑟5) is the 

random jump strength of the rabbit in the escaping 

procedure.  

Hard besiege: In this situation (𝑟 ≥ 0.5 , |𝐸| < 0.5) 

the rabbit is so exhausted and it has low escaping 

energy. Hence the position of the search agents is 

updated through the following equation:  

𝑋(𝑡 + 1) =  𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|∆𝑋(𝑡)|   (5) 

Soft besiege with progressive rapid dives: In this case, 

the prey has enough energy to escape (|𝐸| > 0.5)  but a 

soft besiege in constructed by the Hawks (𝑟 < 0.5). In 

this situation to simulate the real zigzag deceptive 

movements of the prey (especially rabbits) and rapid 

dives of Hawks around the escaping prey, the Levy Flight 

concept [28], [29] is utilized in the HHO algorithm. Based 

on this strategy the position of the search agents is 

updated using the following equations:  

𝑋(𝑡 + 1)

= {
𝑌 =  𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋(𝑡)| 𝑖𝑓 𝐹(𝑌) < 𝐹(𝑋(𝑡))

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷)                                       𝑖𝑓 𝐹(𝑍) < 𝐹(𝑋(𝑡))
  

(6) 

According to this equation, it is supposed that the 

Hawks can evaluate their next possible move and then 

decide to choose the better one. In other words, in each 

iteration, the better position (𝑌 or 𝑍) is selected as the 

next position of the search agent.  

In this equation, 𝐷 is the dimension of the problem, 𝑆 

is a random vector by size 1 × 𝐷 and 𝐿𝐹 is the Levy 

Flight function.  

Hard besiege with progressive rapid dives: When 

|𝐸| < 0.5 and 𝑟 < 0.5 the prey is exhausted and also a 

hard besiege is constructed by the Hawks. The following 

equations indicate how search agents update their 

position in this circumstance:  

𝑋(𝑡 + 1)

= {
𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚(𝑡)|𝑖𝑓 𝐹(𝑌) < 𝐹(𝑋(𝑡))

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷)                                    𝑖𝑓 𝐹(𝑍) < 𝐹(𝑋(𝑡))
 

(7) 

The pseudocode of HHO is shown in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Fig. 2:  the pseudocode of HHO [27]. 
 

C.  HHO-SVR 

Support vector regression (SVR) is the developed 

version of the support vector machine classifier (SVM) 

which is suitable for the regression problems [30], [31]. 

Considering the smallest risk minimization principle in 

high-dimensional feature space, this well-known 

regression method finds the best regression hyperplane. 

This non-linear method maps the data points from 

Inputs: The population size N and maximum number of

iterations T

Outputs: The location of rabbit and its fitness value

Initialize the random population Xi(i = 1, 2, . . . , N)

while (stopping condition is not met) do

Calculate the fitness values of hawks

Set Xrabbit as the location of rabbit (best location)

for (each hawk (Xi)) do

Update the initial energy E0 and jump strength J

Update the E using Eq. (2)

if (|E|  1) then 

Update the location vector using Eq. (1)

if (|E|< 1) then

if (r  0.5 and |E|  0.5 ) then

Update the location vector using Eq. (4)

else if (r  0.5 and |E|< 0.5 ) then

Update the location vector using Eq. (6)

else if (r < 0.5 and |E|  0.5 ) then

Update the location vector using Eq. (7)

else if (r < 0.5 and |E|< 0.5 ) then 

Update the location vector using Eq. (9)

Return Xrabbit
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vector space to high-dimensional feature space using a 

kernel function to facilitate the process of distinguishing 

different objects [32]. Several kernel functions have 

been introduced up to now. The Gaussian function is one 

of the most popular functions which has been used 

frequently in different researches [33], [34]. This 

function maps the data points into feature space using 

the following equation:  

𝐾(𝑥𝑖 . 𝑥𝑗) = 𝑒𝑥𝑝 (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2

) (8) 

The amount of 𝛾 (Gaussian kernel’s parameter. See 

(10)) has a significant effect on the performance of SVR. 

In Support Vector Regression machine, the user should 

select a kernel function and set the kernel parameter in 

order to achieve better generalization performance.  

One of the most important parameters is the kernel 

parameter which implicitly defines the structure of the 

high dimensional feature space where the maximal 

margin hyperplane is found.  

Too rich a feature space would cause the system to 

overfit the data.  

The Gaussian kernel function is the most common 

used kernel function. Therefore, its parameter, 𝛾, needs 

to be determined before the SVR is trained. It has been 

proved that 𝛾, in Gaussian kernel function, dramatically 

affects the generalization performance of SVR. When 𝛾 is 

very small, all the training data will be regarded as 

support vector, and therefore they can be classified 

correctly.  

However, for any unseen data, the SVM may not give 

right distinction due to “over-fitting” training. On the 

other hand, when 𝛾 is very large, all the training data are 

regarded as one point in feature space, the SVM cannot 

recognize any unseen data due to “under-fitting” 

training. Obviously, these two extreme situations should 

be avoided. Deeper analysis on this important topic is 

provided in [35], [36].  

So finding the optimal value of 𝛾 is an important task 

that is done by HHO in this research. In other words, 

removing redundant features and building a regression 

model based on informative features usually results in 

better prediction performance.  

So HHO should search the solution space to find the 

best feature subset and the best value of 𝛾 

simultaneosly. Thus, each search agent contains 𝑓 cells 

for feature selection (𝑓 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠), which 

are encoded binary (1 for selecting the feature and 0 for 

removing the feature), and one cell for the value of 𝛾. 

For fitness evaluation Mean Squared Error (MSE) 

function is used. 

Results and Discussion 

The performance of the proposed method is 

evaluated on the historical data of the Tehran Stock 

Exchange market index from 6/12/2008 to 1/11/2020. 

To evaluate the performance of the method after 

training on 70% of the dataset, the following evaluation 

metrics have been calculated on the rest of the data:  

𝑀𝑆𝐸 =  
1

𝑛
(∑(𝑦𝑖 − 𝑦̂𝑖)

2)

𝑛

𝑖=1

 (9) 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
(∑(𝑦𝑖 − 𝑦̂𝑖)

2

𝑛

𝑖=1

) (10) 

𝑀𝐴𝐸 =  
1

𝑛
(∑(𝑦𝑖 − 𝑦̂𝑖)

𝑛

𝑖=1

) (11) 

𝑅2 = 1 − (
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖 − 𝜇)2𝑛
𝑖=1

) (12) 

The first three metrics (mean squared error (MSE), 

root mean squared error (RMSE), and mean absolute 

error (MAE)) show the error rate. In other words, these 

metrics show the difference between the actual and 

estimated target values. On the other hand, 𝑅2 shows 

the similarity.  

Bigger value of 𝑅2 means better performance of the 

method.  

In the next subsections, the values of performance 

metrics achieved for different amounts of 𝑛 (window 

size) and 𝑚 (target day) are presented. The simulation 

parameters and their assigned values are shown in Table 

1. 

 
Table 1: Simulation parameters 
 

Parameter  Value  

PSO_Iter_1 150 

PSO_Pop_1 5 

PSO_Iter_2 600 

PSO_Pop_2 5 

HHO_Iter 50 

HHO_Pop 15 
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The description of these parameters are as follows: 

• PSO_Iter_1: iteration number of PSO, in 

PSO_Clustering in the first stage of APSO-

Clustering. 

• PSO_Pop_1: population number of 

PSO_Clustering in the first stage of APSO-

Clustering 

• PSO_Iter_2:  the iteration number of 

PSO_Clustering in the second stage of APSO-

Clustering. 

• PSO_Pop_2: population number of 

PSO_Clustering in the second stage of APSO-

Clustering. 

• HHO_Iter: iteration number of HHO in the 

second phase of the proposed method. 

• HHO_Pop: population number of HHO in the 

second stage of the proposed method. 

A. Predicting one day ahead (m=1) 

In this case, the target day is tomorrow. In other 

words, the main goal is to predict the stock market index 

value of tomorrow (close value) using the last 𝑛 days. 

The evaluation metrics of the method for different 

values of 𝑛 are presented in Table 2.  

According to this table, the proposed method gives 

the best performance when 𝑛 = 20. This means that, to 

predict the index value of the next day, considering the 

historical information of the last 20 days is enough. The 

details of the results of this experiment (𝑛 = 20) are 

presented in Table 3.  

This table indicates that APSO-Clustering has detected 

2 clusters.  

In the second step, two hybrid regression methods 

are trained on each cluster’s data. According to this 

table, HHO has detected 21 and (only) 3 features for the 

first and second clusters respectively.  

Among these features, none of the technical 

indicators (RSI, upper Bollinger band, lower Bollinger 

band, and mid-Bollinger band) is selected. 

 
Table 2: Performance evaluation of the proposed method for 
m=1 
 

n 20 40 60 80 100 

MSE 1.55×10-4 4.07×10-4 1.907×10-4 2.97×10-4 4.51×10-4 

RMSE 0.0125 0.0202 0.0138 0.017 0.0212 

MAE 0.0051 0.0069 0.0052 0.0066 0.0084 

R2 0.9929 0.9816 0.99 0.986 0.9809 

 

Table 3: Details of the achieved results for m=1 and n=20 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 21 1 none 

HHO-SVR-2 3 1 none 

 

In Fig. 3, the curves of real and predicted index values 

are demonstrated for 𝑛 = 20. According to Fig. 3, the 

predicted values are very close to the real values which 

shows the fabulous performance of the presented 

method in predicting the market index value of 1 day 

ahead. 

 
 

Fig. 3:  Real and predicted close values for m=1 and n=20. 

 

B. Predicting two days ahead (m=2) 

In these experiments, the performance of the method 

in predicting the index value of the next two days, is 

evaluated for different values of 𝑛.  

In Table 4, the values of different evaluation metrics 

are shown. According to Table 4, the proposed method 

gives the best performance when 𝑛 = 100. Also, when 

𝑛 = 60 the 𝑅2 index of the method is 99.38% which is 

very promising. In Table 5 more details of the results, for 

𝑛 = 100, are shown.  

Table 5 indicates that SVR can predict the market 

situation for the next 2 days using only 4 and 2 features 

for the first and second clusters respectively. 

Furthermore, no technical indicators are needed for the 

prediction.  

In other words, having the historical information of 

the past 100 days, the presented method can predict the 

stock market index for the next two days accurately.  
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Also, the best detected value for 𝛾  for each of the 

trained models is 1.  

In Fig. 4, the curves of real and estimated values are 

presented.   

 
Table 4: Performance evaluation of the proposed method for 
m=2 

n 20 40 60 80 100 

MSE 3.4×10-4 5.03×10-4 1.56×10-4 8.43×10-4 7.82×10-5 

RMSE 0.0186 0.0224 0.0125 0.029 0.0088 

MAE 0.0069 0.0075 0.0064 0.0071 0.0058 

R2 0.986 0.9771 0.9938 0.9614 0.9958 

 

Table 5: Details of the achieved results for m=2 and n=100 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 4 1 None 

HHO-SVR-2 2 1 None 

 

 
 

Fig. 4:  Real and predicted close values for m=2 and n=100. 

 

C. Predicting three days ahead (m=3) 

The values of the evaluation metrics and the details of 

the best result are shown in Tables 6 and 7 respectively. 

 

Table 6: Performance evaluation of the proposed method for 
m=3 

n 20 40 60 80 100 

MSE 1.27×10-4 6.13×10-4 3.004×10-4 9.18×10-5 9.16×10-5 

RMSE 0.0113 0.0248 0.0173 0.0096 0.0096 

MAE 0.0045 0.0085 0.0057 0.0059 0.0068 

R2 0.9938 0.9723 0.9883 0.9955 0.9952 

 

Table 7: Details of the achieved results for m=3 and n=80 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 9 1 None 

HHO-SVR-2 178 5 None 

 

According to Table 6, the least mean squared error is 

achieved when 𝑛 = 100 while the best 𝑅2 is 0.9955 for 

𝑛 = 80.  

Also, when 𝑛 = 20, the proposed method predicts 

the next three days fairly accurately (99.38%). Fig. 5 

shows the real and estimated prices for this experiment 

(m=3 and n=80). 
 

 
 

Fig. 5: Real and predicted close values for m=3 and n=80. 
 

D. Predicting four days ahead (m=4) 

In Table 8, the performance evaluation of the method 

is presented for 𝑚 = 4.  
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According to this table, although the best 

performance (𝑅2 index) has been achieved for 𝑛 = 100, 

the best performance in terms of mean absolute error 

(MAE) belongs to 𝑛 = 20 and 𝑛 = 40.  

 
Table 8: Performance evaluation of the proposed method for 
m=4 

n 20 40 60 80 100 

MSE 2.45×10-4 5.12×10-4 0.0013 0.0011 1.35×10-4 

RMSE 0.0157 0.0226 0.036 0.0331 0.0116 

MAE 0.0068 0.0068 0.0082 0.0093 0.0079 

R2 0.9894 0.9766 0.9392 0.9604 0.994 

 

In this case, the method has shown great 

performance for 𝑛 = 20.  This indicates that to predict 

the stock market index value of the next 4 days, using 

the historical information of the past 20 days will result 

in good performance although it is better to use the past 

100 days. Besides that, giving the weakest performance 

for 𝑛 = 60 reveals the fact that increasing the number of 

past days (𝑛) will not always result in better 

performance.  

It can add ambiguity to the data and thus degrade the 

performance of the method.  

Table 9 shows that in the first phase of the method, 

two clusters have been detected by APSO-Clustering. For 

the first cluster, HHO has selected 218 features including 

the lower Bollinger band, while for the second cluster 

276 features are selected without any of the technical 

indicators.  

The best-detected values for 𝛾 are 5 and 18 for the 

first and second clusters respectively.  

Fig. 6 demonstrates the curves of real and predicted 

values for 𝑛 = 100. Fig. 6 shows the high capability of 

the introduced method in detecting and tracking the 

market trend.  

 
Table 9: Details of the achieved results for m=4 and n=100 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 218 5 
Lower Bollinger 

band 

HHO-SVR-2 276 18 None 

 
Fig. 6:  Real and predicted close values for m=4 and n=100. 

E. Predicting five days ahead (m=5) 

Table 10 and Table 11 present the results provided by 

the introduced method for 𝑚 = 5. These tables show 

that including the historical information of the last 40 

days, APSO-Clustering has divided the data points of the 

created dataset into 2 clusters in the first phase. In the 

second phase, training two regression methods using 13 

and 3 features of the first and second cluster’s data 

respectively, have given the best performance. 

Furthermore, according to Table 10, using the historical 

data of the past 100 days has given the same result as 

using the historical data of the past 20 days which 

confirms that more number of days will not always result 

in better performance in decision making. Fig. 7 shows 

the real and estimated curves for 𝑛 = 40.  
 

Table 10: Performance evaluation of the proposed method for 
m=5 

n 20 40 60 80 100 

MSE 6.31×10-4 2.1×10-4 0.0018 7.6×10-4 4.63×10-4 

RMSE 0.0251 0.0145 0.0425 0.0276 0.0215 

MAE 0.008 0.0058 0.0107 0.0079 0.008 

R2 0.9713 0.9908 0.9223 0.9702 0.9782 
 

Table 11: Details of the achieved results for m=5 and n=40 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 13 1 None 

HHO-SVR-2 3 1 None 
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Fig. 7.  Real and predicted close values for m=5 and n=40. 

F. Predicting six days ahead (m=6) 

In this case, according to Table 12, forecasting the 

market situation of the next 6 days using the historical 

data of the past 100 days has brought the best 

performance while the method has shown a very close 

performance for 𝑛 = 40 (𝑅2 = 0.9848), 𝑛 = 60 (𝑅2 =

 0.9934) and 𝑛 = 80 (𝑅2 = 0.9946). Table 13 shows that 

the second regression method has been trained on the 

data of the second cluster with 185 features including 

upper and lower Bollinger bands. In Fig. 8, the curves of 

the real and predicted values are shown. 
 

Table 12: Performance evaluation of the proposed method for 
m=6 

n 20 40 60 80 100 

MSE 7.98×10-4 3.61×10-4 1.39×10-4 1.42×10-4 9.11×10-5 

RMSE 0.0282 0.019 0.0118 0.012 0.0095 

MAE 0.0078 0.0065 0.006 0.0068 0.0068 

R2 0.9668 0.9848 0.9934 0.9946 0.9958 

 

Table 13: Details of the achieved results for m=6 and n=100 

 

Number of 

selected 

features 

𝛾 

Selected 

technical 

indicators 

HHO-SVR-1 2 1 None 

HHO-SVR-2 185 4 

Upper and 

lower 

Bollinger 

bands 

 
 

Fig. 8:  Real and predicted close values for m=6 and n=100. 

G. Predicting seven days ahead (m=7) 

According to Table 14, like the previous case (𝑚 = 6), 

the best performance is achieved when 𝑛 = 100, while 

for 𝑛 = 20 and 𝑛 = 40 the method has shown promising 

performance in forecasting the next 7 days.  

Table 15 shows that including RSI, mid and lower 

Bollinger bands in the data points of the second cluster 

have a key role in reducing the error rate of the method. 

The great performance of the method is shown in Fig. 9 

where the real and predicted curves are very close to 

each other. 
 

Table 14: Performance evaluation of the proposed method for 
m=7 

N 20 40 60 80 100 

MSE 2.12×10-4 2.19×10-4 2.54×10-4 4.25×10-4 1.28×10-4 

RMSE 0.0146 0.0148 0.160 0.0206 0.0113 

MAE 0.0055 0.0063 0.0071 0.0067 0.0081 

R2 0.9903 0.9905 0.9872 0.9808 0.9945 
 

Table 15: Details of the achieved results for m=7 and n=100 

 Number of 

selected 

features 

𝛾 Selected 

technical 

indicators 

HHO-SVR-1 2 1 None  

HHO-SVR-2 347 5 RSI, mid and 

lower Bollinger 

band 
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Fig. 9:  Real and predicted close values for m=7 and n=100. 

Comparing With Other Metaheuristics, Self-Tuned 

SVR and Linear Regression  

In order to reach a fair judgment about the efficiency 

of HHO-SVR, the second stage of the proposed method is 

implemented using other well-known metaheuristics 

(PSO, MVO [37], GSA [38], and IPO [39]). Just like HHO, 

the number of iteration and population for all of the 

metaheuristic optimization methods are set to 50 and 15 

respectively. In Tables 16 to 19 the performance 

evaluation of PSO-SVR, MVO-SVR, GSA-SVR, and IPO-SVR 

for 𝑚 = 7, are demonstrated respectively. To compare 

the results easily, the graphs of 𝑅2 values of each 

method are shown in Fig. 10.  
 

Table 16: Performance evaluation of PSO-SVR for m=7 

n 20 40 60 80 100 

MSE 0.007 0.0154 0.0175 0.0017 1.14×10-4 

RMSE 0.0838 0.1243 0.1324 0.0414 0.0107 

MAE 0.0179 0.0332 0.0405 0.0099 0.0077 

R2 0.6776 0.3307 0.1220 0.9225 0.9951 
 

Table 17: Performance evaluation of MVO-SVR for m=7 

n 20 40 60 80 100 

MSE 4.13×10-4 0.0083 0.0034 0.0016 0.0249 

RMSE 0.0203 0.0912 0.0582 0.0401 0.1578 

MAE 0.0074 0.022 0.0156 0.0094 0.0551 

R2 0.9810 0.6396 0.8304 0.9273 0.0592 

Table 18: Performance evaluation of GSA-SVR for m=7 

n 20 40 60 80 100 

MSE 0.0135 0.0244 0.208 0.0027 0.0014 

RMSE 0.1161 0.1561 0.1443 0.0516 0.0380 

MAE 0.0366 0.0555 0.0511 0.0145 0.0125 

R2 0.3812 0.0556 0.043 0.8798 0.9386 

 

Table 19: Performance evaluation of IPO-SVR for m=7 

n 20 40 60 80 100 

MSE 0.0228 0.0244 0.0184 0.0049 0.016 

RMSE 0.1511 0.1561 0.1355 0.0698 0.1265 

MAE 0.0547 0.0555 0.0452 0.0225 0.0843 

R2 0.0487 0.0556 0.0799 0.7794 0.3188 

 

Tables 13 to 18 and Fig. 10, show that HHO-SVR has a 

high potential in solving such a hard and complex 

optimization problem while the other methods failed in 

detecting the global optimum point successfully.  

Besides that, according to Tables 13 to 18, all of the 

methods have shown a promising performance in 

predicting the index value of the next week using the 

historical information of the past 80 days.  

In other words, using the information of the past 80 

days reduces the complexity of the problem for the 

optimization algorithms which in turn increases the 

likelihood of finding the near-global optimum point by 

the optimization algorithm. 

 
Fig. 10:  R2 values’ graphs of different methods for m=7. 
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Also, to compare the performance of the whole 

method with other regression methods, the values of 

evaluation metrics of linear regression and the fine-

tuned SVR, introduced in [41], for m=7, are presented in 

Tables 20 and 21 respectively. These two well-known 

regression methods are trained on the whole training 

data. 
 

Table 20: Performance evaluation of linear regression SVR for 
m=7 

n 20 40 60 80 100 

MSE 0.0218 0.0231 0.02 0.0221 0.0235 

RMSE 0.1476 0.1519 0.1415 0.1486 0.1533 

MAE 0.0746 0.0745 0.0721 0.0747 0.0753 

R2 0.053 0.048 0.056 0.047 0.04 

 

According to these two tables, although fine-tuned 

SVR has shown good performance but it cannot 

overcome the proposed method in predicting the stock 

market index value of the next 7 days. 

 
Table 21: Performance evaluation of fine-tuned for m=7. 

n 20 40 60 80 100 

MSE 2.7×10-4 7.9×10-4 0.0025 5.4×10-4 0.0055 

RMSE 0.0165 0.0282 0.05 0.0233 0.0743 

MAE 0.0055 0.0095 0.0203 0.0125 0.0282 

R2 0.9876 0.9655 0.87 0.9755 0.7652 

 

Conclusion and Future Works 

In this paper, an effective method for forecasting the 

future of the stock market is proposed which works in 

two stages. In the first stage, the training dataset is 

clustered using a novel automatic clustering method, 

called APSO-Clustering that can detect the proper 

number of clusters and the position of the centroids 

simultaneously.  

This capability is very valuable when dealing with 

massive and high-dimensional datasets. In the second 

stage a hybrid regression method, called HHO-SVR, is 

trained for each cluster’s data points.  

In this regression method, HHO is utilized for feature 

selection and parameter tuning of SVR. To estimate the 

target value of an unknown sample, after determining its 

cluster, the corresponding regression method estimates 

the target value.  

The main goal of this research was to predict the 

future of the Tehran Stock Exchange market. For this 

purpose, the historical data of the market index in 

addition to some technical indicators are used for data 

preparation. Several experiments have been conducted 

to evaluate the accuracy and effectiveness of the 

method.  

In fact, in this research we have gone further in 

compare to our previous work [40]. While in our 

previous research we have analyzed the performance of 

the proposed method in predicting the price of the 

stocks in one day ahead, in this research we have tried to 

forecast the situation of the whole market in the next 

seven days which gives the traders a good opportunity to 

make a proper decision.  

Besides, we have tried to forecast the market index of 

the next 𝑚 (from 1 to 7) days using the historical data of 

the past 𝑛 (from 10 to 100) days. The experiments show 

that increasing the number of days (𝑛), used to create 

the dataset, will not necessarily improve the final 

accuracy of the method. Although in the last two 

experiments, the best performance has been achieved 

for 𝑛 = 100, in most experiments the method has 

shown high accuracy in forecasting the future using the 

past 20 days.  

On the other hand, in this research a new 

metaheuristic optimization algorithm is used for 

prediction which has shown a great accuracy in 

forecasting the market index value in the next week. This 

method has shown a great performance in predicting 

and tracking trends. Definitely, several unpredictable 

factors (political events, natural disasters, economic 

situation and etc.) affects the stock market that can 

produce sudden fluctuations.  

These sudden jumps and rises in the index value are 

hard to be predicted since their causing factors are 

hardly predictable. Nevertheless, the most important 

thing is the prediction of the trends in the near future, 

that the methodology introduced in this paper performs 

it effectively.  

For future works, the effect of different information 

(such as dollar exchange rate and inflation rate) on the 

performance of the proposed method, can be 

investigated.  

Also, the method can be extended in order to process 

other types of data such as news and twits. Furthermore, 

the proposed method can be used to predict the future 

of other markets such as cryptocurrencies, which are 

very popular and interested nowadays.  
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Besides, other regression methods such as logistic 

regression and also deep learning methods can be used 

in the second phase, instead of HHO-SVR, to investigate 

their performance. Generally, our method is useful in 

solving different important regression problems such as 

electricity forecasting and etc. 
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