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 Background and Objectives: Distributed generation (DG) sources are 
modeled using an ideal DC voltage source connected to the microgrid via 
voltage source converters (VSCs). Model predictive control presents a distinct 
method for energy processing. 
Methods:  In this method, the electric power converter is considered a 
power amplifier with a discrete and nonlinear structure. Therefore, unlike 
linear control methods, the discrete and nonlinear nature of the converter is 
considered in this method. In this paper, the distributed model predictive 
controller was selected from among different methods of load allocation 
among DG sources due to its more advantages compared to the linear 
quadratic regulator (LQR) controller.  
Results: It has been Proposed that we could obtain better results in 
predictive control, utilizing similarity transform in the state matrix and its 
modification. In this research, all the simulations have been performed in the 
MATLABSimpower environment of MATLAB software. 
Conclusion: Moreover, to demonstrate the superior performance of the 
model predictive controller compared to the LQR controller, both 
performance modes of the microgrid, namely the grid-connected and 
islanding modes, have been considered. 
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Introduction 
A microgrid is a power grid on a small scale that has 

been designed to supply electricity to end-users. 

Microgrids are capable of injecting their excess energy 

into the main grid under special circumstances. One of 

the most important challenges faced by the microgrid 

operator is maintaining the security and stability of the 

system ‎[1]. Most renewable energy-based distributed 

generation (DG) sources require voltage source inverters 

(VSIs) to connect to the microgrid ‎[2]. Nowadays, the 

control of industrial processes and the adoption of 

suitable methods for this purpose are of great 

importance. Industrial control methods must possess 

certain characteristics, including the following: Ease of 

use by the operator, simple adjustment, and 

economy ‎[3].  

Although the use of PID and linear quadratic regulator 

(LQR) controllers is common in the industry, it must be 

noted that industrial processes include a wide range of 

different behaviors, which limits the use of such 

controllers ‎[4]. This wide range of dynamic behaviors is 

due to different factors, such as zeros outside the stable 
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region, unstable poles, and long delays that vary with 

time and are unknown. In voltage stability analysis, the 

presence of a numerical value or an index that indicates 

the stability status of the system is necessary and useful. 

The voltage range of the buses in the system cannot 

represent the stability status of the system’s voltage in 

many cases. In a given system, all the voltages may be 

within the permissible range; however, a small 

disturbance may lead to voltage attenuation in the 

power system.  

The model predictive control (MPC) method is a 

nonlinear control technique, in which the mathematical 

model of the system is used and the system’s behavior is 

analyzed with respect to different inputs. This controller 

exhibits a considerably better behavior than the LQR 

controller in dynamic models and can provide better 

reliability than classical methods considering the 

nonlinear behavior ‎[4]. 

Knowing the response of the system to a given input, 

one can determine the input in such a way that the 

reference value becomes equal to the actual value. 

Nevertheless, obtaining the best input signal to obtain 

the desired system response requires solving 

optimization problems, which involve tedious 

computations. Nonetheless, fortunately, the number of 

available cases for the input in switching power 

electronic systems is limited to cases where the switches 

are allowed to activate.  

In this case, the computations are reduced. For 

example, in a three-phase four-wire system, a total of 

24=16 switching states can be imagined. The model 

predictive control system checks all the 16 vectors, and 

the vector that produces the lowest control error is 

selected in the end ‎[5]. The MPC algorithm is a method 

to deal with such complex processes. Implementing the 

model predictive control model for electric power 

converters can encounter problems due to the need for 

a large amount of computation for the real-time solution 

of optimization equations ‎[6]. 

To resolve this problem, practical methods, such as 

the out-of-line calculation of the optimization equations 

and the solution of these equations using finite set 

switching, have been considered. The latter is known as 

the finite set model predictive control (FS-MPC) because 

this method operates using a number of finite and 

possible switching states of the electric power 

converter ‎[7]. 

The FS-MPC method has so far been used in different 

applications as rectifier, motor control, and 

uninterruptible power supply (UPS). When FS-MPC 

designs are implemented experimentally, a large volume 

of computations is performed in the sampling period, 

which causes a considerable delay in the actuator 

signal ‎[7].  

Therefore, ignoring the delay due to measurement, 

computations, and actuator signal in the controller 

design will lead to the weak performance of the 

controller. In ‎[8], the reason for this delay and the 

method of compensating it have been explained, in 

which an interruption occurs between when the current 

is measured and when the new switching state is 

applied. During this interruption, the previous switching 

state is present at the converter output, causing a 

difference between the load current and the reference 

current and increasing the current ripple. In ‎[9] 

predicting the next two samples instead of the next 

sample has been used to address this issue. In ‎[10], a 

novel MPC method, called the fast model predictive 

control, is presented.  

This method has significantly reduced computations 

and can be used in multi-level converters with large 

numbers of control vectors. Another disadvantage of the 

FS-MPC method is the variable switching frequency. A 

variable switching frequency causes a wide range of 

harmonics at the converter output, which can lead to 

resonance and make filter design difficult. In ‎[11], one 

can maintain the switching frequency constant by adding 

corrective terms to the cost function. Moreover, in ‎[11], 

the current model MPC design has been modified in such 

a way that the switching frequency can be made almost 

independent of the sampling frequency.  

Adjusting and selecting the weighting factors in the 

FS-MPC method is a considerable challenge and 

significantly affects the system performance. Adjusting 

these factors is more difficult and time-consuming than 

adjusting the PI controller parameters in classical current 

control and adjusting the hysteresis bandwidth. Ref. ‎[12] 

has mentioned important guidelines for determining the 

optimal value of the weighting factors. In ‎[13], an MPC 

method without the use of weighting factors has been 

introduced for induction motor drive applications. In this 

paper, by presenting a state feedback method and via 

optimal design using the iteration method, all the 

possible switching states along the predictor horizon 

have been defined for the controller. As such, the 

shortcomings of previous methods have been 

overcome ‎[14].  

In, the authors present an adaptive optimization 

method for NMPC, where a Kalman extended filter (KEF) 

is used for estimating the state variables. In ‎[15], a 

system is investigated where the superheated steam 

temperature (SST) is the main variable that must be 

controlled. To do so, several categories of cascading PIDs 

have been used to control this variable. In ‎[3], to adapt 

the model, neural networks are presented for controlling 

the model predictive control. In ‎[16], a fuzzy method 

based on Lyapunov fragment functions is used in the 

model predictive control.  
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In ‎[17], in order to make the system smart, 

generalized predictive control (GPC) and a neural 

network model are used.  

In this method, a nonlinear neural network is used to 

extract the linear model of the system. In ‎[18], horizon 

optimization is utilized for predictive control using a 

genetic algorithm.  

In ‎[19], the prediction of the next two samples is used 

instead of predicting the next sample. Moreover, ‎[20] 

proposes a new predictive control method, called the 

fast predictive control.  

In this method, the volume of calculations will be 

significantly reduced, and it can be used in multi-level 

converters that have a large number of control vectors. 

In addition, ‎[21] modifies the current predictive control 

scheme in such a way that the switching frequency can 

become somewhat independent from the sampling 

frequency.  

Increasing the sampling frequency improves the 

performance of FS-MPC, while reducing the ripple of the 

output current. However, increasing the sampling 

frequency also increases the switching frequency, which 

ultimately leads to increased losses ‎[22], ‎[23]. The 

current paper presents a predictive control method 

using the state feedback controller to control the 

switching interface converters and compensate for the 

unbalanced and nonlinear loads.  

Furthermore, in addition to introducing several 

different structures for microgrids, including DG sources 

voltage source converters (VSCs), we will examine the 

impact of the proposed controllers, especially 

Distributed Economic Model Predictive Controller 

(DEMPC), on the performance of these microgrids. For 

this purpose, it has been proposed that we could obtain 

better results in predictive control, utilizing similarity 

transform in the state matrix and its modification. With 

this method, in addition to the fact that we have 

maintained system dynamics, we can use this similarity 

transform to evaluate all systems.  

Hence, the following state transform matrix is 

considered for this system, and better results in terms of 

overshoot, rise time, settling time, and steady-state have 

been obtained with this method, which are shown in 

results paper. We will consider various conditions for 

microgrid loading. Unbalanced and nonlinear loads, 

which disrupt the balance of the grid and reduce the 

power quality, must be compensated for by the 

proposed controller comparison to FS_MPS and DVSM-

MPC methods. 

Study of a Microgrid Containing a DG Source 

As mentioned in Fig.1, the system considered in this 

section contains a DG source. The microgrid is connected 

to the main grid at the point PCC. The DG source has 

local loads, including unbalanced and nonlinear loads.  

In the grid-connected mode, the common load is fully 

supplied by the grid, and the power required for the 

local load is jointly supplied by the source DG-1 and the 

grid. In the islanding mode, i.e., when CB-1 is opened 

and the microgrid is disconnected from the main power 

grid, DG-1 must provide for all the power required for 

the local and common loads. We will consider both 

modes in the subsequent sections ‎[24], ‎[25]. A 

comprehensive review of dc microgrids can be found 

in ‎[26]-‎[28]. 
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Fig. 1: Single-line diagram of the system including a microgrid, 
main power grid, and local and common loads. 

 
As mentioned previously, the structure of the VSC is 

as shown in Fig. 2. 
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Fig. 2: VSC structure. 

 
LQR Controller Design 

The LQR controller is a type of state feedback 

controller, in which the control signal is determined in 

such a way that the cost function J is minimized.  

   ∫   ( )  ( )    
  

 
   ( ) ( )          (1) 
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In (1), Q is a symmetric positive semi definite matrix, 

and R is a symmetric positive definite matrix.  

As such, the control signal is obtained from the 

relationship uc=-kx. where k is obtained from the 

following relationship:  

                    (2) 

In (2), S is obtained from the solution of the algebraic 

Riccati equations:    

                                                     (3) 

the matrices Q and R are the weighting matrices.  

The matrix Q specifies the weights associated with 

the system states ‎[4], ‎[29] this means that states with 

higher importance have higher weights, and the values 

of their corresponding elements in the matrix Q are 

higher. The matrix R specifies the weights associated 

with the control signals.  

The dimensions of the weighting matrices are 

determined according to the number of the states or 

control signals. In the current control method, the matrix 

Q is considered to be of dimensions 1×3, and the matrix 

R is considered one-dimensional, corresponding to the 

input control signal, given the derived state equations. 

The control signal is considered to be uc and is specified 

in such a way as to minimize the cost function J. Here, 

the cost function has been defined in such a way that its 

goal is to minimize the control signal and the states. The 

larger the number used in the weighting matrix R, the 

smaller the control signal uc will be, and the less costly 

the designed system will be. In the next section, we will 

introduce the proposed DEMPC along with the selected 

number of switching states. 

Model Predictive Controller 

The MPC method is an optimization problem in which 

the cost function is minimized. Using the system’s model 

and the variable values up to the time K, the state values 

are predicted up to the time horizon K+N. In addition, 

the first component of the command sequence is applied 

at the time K+1 by optimizing the cost function. These 

steps are repeated for the subsequent time steps.  

The cost function contains the control goals of the 

system, and its common terms include certain variables, 

which must follow a reference value ‎[24]. According to 

(4), controlling these variables will in the form of a 

function of the error in the predicted value and its 

reference value.  

As seen in (4), this function can be a magnitude, the 

square of a value, or an integral during a sampling 

period. 

  ∫ (  ( )    ( ))  
   

 
                                             (4) 

A. Finite Set Model Predictive Control 

This method leverages the discrete nature of electric 

power converters, such that all the voltage vectors of the 

converter are tried in the cost function, and the vector 

that minimizes the cost function is selected ‎[26], ‎[30]. 

 

Fig. 3: FS-MPC diagram for the three-phase inverter. 

 

Fig. 3 displays the FS-MPC diagram. The solution 

algorithm of this method consists of the following steps: 

1. Load current measurement 

2. Load current prediction in the subsequent sample 

for all possible switching states, according to the 

following relationship: 

  (   )  (  
     
 

) ( )  
  
 
(  ( )   *  +)) 

                                                                                            (5) 

Equation (5) has been obtained by discretizing the 

converter’s voltage relationship. 

3. Evaluation of the cost function for each prediction 

In this method, the cost function is expressed as the 

error between the reference current and predicted 

current for each possible switching state, according to 

(6). 

 , -  |         *  +|  |         *  +|                   (6) 

4. Selection of the switching state that minimizes the 

cost function. When FS-MPC designs are implemented 

experimentally, a large volume of computations is 

performed in the sampling period, which causes a 

considerable delay in the actuator signal. Hence, 

ignoring the delay due to measurement, computations, 

and actuator signal in the controller design will lead to 

the weak performance of the controller. The reason for 

this delay and the method of compensating it has been 

explained in ‎[14]. 

Proposed DEMPC 

The model used for prediction is a discrete-time 

model that can be expressed as state equations 

according to (7)-(8). 

 (   )    ( )    ( )                                (7) 

 ( )    ( )    ( )                                                      (8) 
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In these equations, the vector x(k) represents the 

current values of the state variables, x(k+1) denotes the 

predicted values of the state variables, u(k) is the current 

values of the input variables, and y(k) is the vector of the 

current output values. 

The cost function must be specified in the subsequent 

step. According to (9), in this function, the reference 

values, the future state variables, and the future control 

commands are considered. 

   ( ( )  ( )        (   ))                    (9) 

The DEMPC method is an optimization problem in 

which the cost function is minimized. In this 

optimization, the system's model and the control goals 

are considered for the time steps K+1 to K+N. The 

outcome of this optimization is N sequential commands, 

and the first component of the command sequence is 

applied at the instant K+1. Similarly, using new 

measurement values during this time, optimization is 

performed for the subsequent instant, and the 

appropriate command is selected for the instant K+2. 

This type of computation is known as the receding 

horizon strategy. 

The functioning of DEMPC is shown in Fig. 6. Using 

the system model and the values of the variables up to 

the time K, the state values are predicted up to the time 

horizon K+N.  

In addition, the first component of the command 

sequence is applied at the time K+1 by optimizing the 

cost function. These steps are repeated for the 

subsequent time steps. 

 

 
 

Fig. 4: Block diagram of the implemented control method 

 
According to Fig. 4, a number of switching states for 

controlling the microgrid have been defined in this 

method, and the switching is performed according to 

these states and the cost function. 

A.   Proposed Method 

The Single-phase equivalent circuit of converted is 

shown in Fig. 1.  

Using this figure and in presence of the LCL filter, the 

state vector in conventional methods is considered as 

below: 
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Fig. 5: Single-phase equivalent circuit VSC (LCL filter).  

 

Fig. 5 shows the block diagram of the implemented 

control method. It is easy to produce reference values 

for the output voltage vcf and the current ic from the load 

distribution conditions; however, producing the 

reference value for the current if is difficult. For 

simplicity, we define the new state vectors as follows: 

   ,       -                                                            (11) 

Thus, the following state transformation matrix will 

be obtained: 

  [
    
   
   

]                                                    (12) 

 

The transformed state equations are obtained as 

follows by the combination of (11) and (12). 

 ̇       
                                 

                                                                                         (13)   

The control law is defined as follows: 

  ( )    [  ( )      ( )]                                   (14) 

In the above relationship, K is a gain matrix, and xref 

denotes the reference vector. The gain matrix can be 

obtained using the DEMPC method and the proposed 

switching method. The control law in (14) includes 

switching control, which is discussed in details as 

follows: 

Assuming full controllability on u, we can design a 

second-order steady-state linear optimal controller for 

this problem. As mentioned previously, the control law is 

as follows: 

    [  ( )      ( )] 

In the above    ( ),   represents arbitrary state 

vectors. The DEMPC minimizes the following 

performance index: 

  ∫ {(      )
  (      )    

   }  
 

 
             (15) 

The index given in (15) must be minimized to obtain 

the optimal control law u by solving the steady-state 

Riccati equations. In (15), the weighting matrix Q is a 

positive definite or semi-definite, real, and symmetric 

matrix, and the penalty control matrix R is a positive 

definite, real, and symmetric matrix. Moreover, ρ is a 

(10) 
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positive constant. Based on Brison’s rule, the initial 

selections of the matrices R and Q are possible as 

diagonal matrices, as follows: 

     
 

                               
   iϵ {1, 2,…, l}           

     
 

                               
    jϵ {1, 2,…, m}    (16) 

In the above relationship, l is the number of control 

outputs, and m represents the number of inputs.  zi is 

called the controlled output and is related to the signal 

we would like to minimize to the lowest possible value in 

the shortest possible time.  

In this method, the output voltage is adjusted 

indirectly by controlling the inductor current. To this 

end, an optimal objective function, which determines 

the switching order, is specified.  

The switching order along the predictor's horizon is as 

in (17): 

 ( )  , (  )  (    )    (      )-                  (17) 

U is the optimal switching state, the first element of 

which u(k) is applied to the circuit, and the rest of its 

elements are applied at subsequent times.  

In this method, one can consider one of the control 

goals of the objective function to be reducing the 

difference between the current and the reference value, 

according to (18). 

                                    (18) 

As such, the cost function can be expressed as in (19): 

                                                    

The optimal switching state is obtained by minimizing 

the cost function: 

                                               

Optimal switching (20) is performed using the 

iteration method.  

All the possible switching states are defined for the 

controller along the horizon of predictor N, which is 

denoted U(k).  

As such, there will be N2 switching states. For all the 

switching states, the matrices (17) and (18) are 

computed, and the cost function (19) is also calculated. 

Finally, a switching state with the minimum value of J is 

selected and applied to the switch.  

The existing differential approximation, i.e., di/dt, can 

be considered as follows as a simple step-forward Euler 

equation: 

     

  
 
    ,   -     , -

  
                                                         (21) 

In addition, by substituting (19) into (20), the future 
value of the load current vector is obtained as follows: 

 ,   -    
  

 
(    , -      , - .  

 

  
/)              (22) 

This equation is used in the controller block to predict 

the future values of the current from the measured 

voltage vector. 

In the predictive control method, the existing 

switching vectors on control system response are 

measured using error function definition, and an 

appropriate vector is selected based on a generated 

error in the cost function.  

Here, measured inverter currents in space αβ are 

compared with reference values in this space, and the 

switching vector with the least error is selected. Hence, 

error cost equations will be driven using equation (23) of 

the paper. 

To select the voltage vector for controlling the 

current, the predicted current is evaluated using the 

following cost function: 

 ,   -  |  
 ,   -    ,   -|  |  

 ,   -  

  ,   -|                                                                             (23) 

where i*α,β*k+1+ is an estimate of the reference current 
vector in the subsequent horizon. For grids with 
sufficiently small sampling time, one can assume that 
this current is equal to its previous values, i.e.: i*α,β*k+1+ 
≈ i*α,β*k+.  
However, for large sampling times, the future value of 
the reference function must be extrapolated.  

The cost function in the proposed algorithm is the 
minimization of the voltage drop. The objective function 
that must be minimized is defined as follows: 

  ∫   ∑(|       |  |       |
    
 

)     

                                                                               (24)         

In the above equation, PG1ss, PL1ss, PL2ss, P2ss, and 

PG2ss are the final (steady-state) values obtained for the 

real powers in Table 1. In addition, Q1ss, QL1ss, QG1ss, 

Q2ss, QL2ss, and QG2ss are the final (steady-state) 

values of the reactive powers.  

This objective function has been defined in such a 

way that the power values have the smallest deviation 

from the final or steady-state values and reach their 

steady states in the shortest possible time.  

Also, we should note about equation (23) in this 

paper that the performance of predictive controller 

cause creating balance in voltage and current, and 

system power quality will be desired to a good degree, 

but during separating microgrid from the primary grid 

i (k) i (k) i (k 1)Lerr Lref L  

 
1

( ) ( | )

k N

Lerr

j k

J k i j k

 





 

*(k) argminJ(k)U 

      (19) 

      (20) 
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(island mode occurrence) and changing this mode, it has 

seen that we need a period to system reach balance 

state.  
The MPC algorithm for controlling the current in the 

mentioned system is as follows: 

- Application of v[k] 

- V[k-1]=v[k] 

- Measurement of the currents ia, ib, and ic 

- calculation of the current vector 

- Prediction of the subsequent horizon's current 

i[k+1] 

- Calculation of the cost function gi 

- If gi<gopt 

- Yes: gopt=gj , Iopt=Ij 

- No: Restart 

Simulation Results 

As mentioned in Fig. 1, the system considered in this 

section contains a DG source. The microgrid is connected 

to the main grid at the point PCC. The DG source has 

local loads, including unbalanced and nonlinear loads. 

In the grid-connected mode, the common load is fully 

supplied by the grid, and the power required for the 

local load is jointly supplied by the source DG-1 and the 

grid.  

In the islanding mode, i.e., when CB-1 is opened and 

the microgrid is disconnected from the main power grid, 

DG-1 must provide for all the power required for the 

local and common loads.  

We will consider both modes in the subsequent 

sections. 

A. Local Load Supply Jointly with the Main Power Grid 

(Grid-Connected Mode) 

In this section, the supply of the local DG load by 

sharing this load between the main power grid and the 

DG source will be presented.  

Since the DG source does not supply the common 

load, the following holds: 

           . 

Let us assume that, in this case, we would like the 

system to behave in such a way that DG-1 provides for 

10% of the real power and 20% of the reactive power of 

its local load according to plans. Therefore, in this case, 

the following is true: 

               . 

The system data, including the characteristics of the 

load, VSC, and voltage sources, are shown in Table 1. 

Let us assume that at t=0.5s, the impedance of the 

common load is reduced to half the initial value. Fig. 5 

displays the sharing of the real and reactive powers for 

the source DG-1.  

The voltage of point (PCC1) and the current ig1 are 

shown in Fig. 6.  

The load allocation with the desired ratios and the 

voltage balance even after a change in the common load 

indicate the stable performance of the microgrid.  

It must be noted that for balance in the grid and 

optimal load allocation, the state feedback control law 

mentioned in Section 3 has been used. 
 

 

 
 

 

Fig. 6: Allocation of real and reactive powers in the grid-

connected mode (for a system including one DG): (a) real 

power (MW); (b) reactive power (MVar). 

 
In this example, for the adequate performance of the 

grid, the characteristic parameters of LQR are selected as 

follows: 

[0 11] 0.05, 1Q diag R     

K= [8.1109   3.2170   0.1170] where diag is a diagonal 

matrix.  The two most important variables for control are 

the current il and the voltage vcf. The choice of the matrix 

Q indicates the significance of these states. 

In Figs. 6 and Fig. 7, voltage droop and, hence, a drop 

in the real and reactive powers at the instant of change 

in the load (i.e., 0.5s,) are clearly observed. 

 
 

 
Fig. 7: (a) Three-phase voltage at the point PCC1. 
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Fig. 7: (b) Current injected by the grid at the point PCC1. 

  
Table 1: Parameters of the system in Fig. 1 

 

System quantities Values 

System frequency 50 HZ 

Voltage source 

(Vs) 
"11 KV rms"("L-L") 

Feeder impedance Rs=1.025Ω, Ls=57.75 mH 

Unbalanced local 

load 

                      

                      

                      

Nonlinear local 

load 

A three-phase rectifier including 

a resistive-inductive load with 

values of R=200Ω and L=200mH 

 

After a short amount of time (about 0.025s), the 

voltage, current, and powers return to the balanced 

state. Some of the numerical results of these graphs are 

shown in Table 2. 

 
Table 2: Numerical results of the grid-connected mode 

 

Real/reactive 

Power Fig. 5 

 

Initial 

Value 

(MW) 

Final 

Value 

(MW) 

Minimum 

Value 

(t=0.5) 

Maximum  
   undershoot 

      (MV) 

PL1 0.7 0.7 0.56 0.14 

PG1 0.628 0.63 0.44 0.17 

P1 0.072 0.07 0.003 0.067 

QL1 0.76 0.76 0.62 0.14 

QG1 0.61 0.61 0.5 0.11 

QL1 

   
0.15 0.15 0.12 0.03 

 

 

 

B. Investigation of the Islanding Mode 

Let us consider the system mentioned in the previous 

section.  

Also, let us assume that at time t=0.4s, CB-1 opens, 

and islanding occurs while the common load is still 

connected to the system. In this mode, both the 

common load and the local load must be fully supplied 

by the DG unit.  

Also, in this mode, the values of λ are considered as 

follows: 

            And           

Moreover, the LQR characteristic parameters are 

selected as before.  

Fig. 8 shows the distribution of real powers, and Fig. 9 

displays the voltage at the point PCC1. As soon as 

islanding occurs, the voltage droop at the point PCC1 

leads to a slight drop in the power required for the local 

load PL1.  

Meanwhile, the power generated by DG-1, namely 

P1, increases to supply the power required for the 

common load shown in the figure by the negative value 

of PG1.  

The negative value for the power PG1 in Fig. 8 

indicates the power flow in a direction opposite to that 

shown in Fig. 1. 
 

 
 

Fig. 8: Allocation of real powers in DG-1 in the islanding mode. 
 

 (MW). 

 
 

Fig. 9: Three-phase voltage at the point PCC1. 

 
At time t=1s, CB-1 is again closed, and the system 

returns to the grid-connected mode. As seen in Fig. 8, 
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system is not balanced immediately, and some time 

(about 0.17s) is required for the powers to reach their 

initial values. In addition, the values of the real powers at 

these instants have slight overshoot and undershoot 

relative to their balanced states. Some of the 

characteristics of these graphs are shown in Table 3. 

 
Table 3: Numerical results of the islanding mode 

 

Real 
power 

Fig. 5 

Initial 
value 

  (MW) 

intermediate 

in the  

Islanding 

mode 

Final     
value       
(MW) 

Recovery 

time (s) 

PL1 0.7 0.63 0.6 0.17 

PG1 0.629 -0.13 0.625 0.16 

P1 0.071 0.76 0.07 0.17 

 

 

 

 

 

Let us consider the microgrid mentioned in Fig. 1. 

There, we observed that the transient response of the 

system was not adequate upon the occurrence of the 

islanding mode and the reconnection to the grid, and the 

return of the power distribution to the stable state took 

some time.  

To resolve this issue, the simulation results of the 

DEMPC method have been obtained. 

C. Performance of the Proposed Controller 

 

 
 

Fig. 10: Convergence graph of the DEMPC algorithm 

comparison to LQR. 

 

Fig. 10 displays the convergence graph of the 

objective function.  

Studying the convergence graph in the MPC method 

and LQR method helps us evaluate the performance of 

the cost function of the microgrid.  

Fig. 11 shows the allocation of real powers, and Fig. 

12 displays the voltage at the point PCC1 in the presence 

of DEMPC. The numerical results of these graphs are 

shown in Table 4. 
 

 
 

Fig. 11: Distribution of DG-1 real powers in the presence of 
DEMPC. 

 
 

 
 

Fig. 12: Three-phase voltage at the point PCC1 in the presence 
of DEMPC. 

 
According to Fig. 12 and the data shown in Table 3, in 

the presence of DEMPC, the transient response of the 

system has improved to a suitable level, and, after the 

reconnection of the grid, the power distribution recovers 

at a shorter time compared to the LQR controller. The 

results are given that in Table 4, to evaluate the 

performance of the proposed controller with FS-MPC 

and DSVM-MPC methods in this regard. As can be seen, 

proposed controller shows better performance in 

islanding mode compared to other ones. 

As shown in Table 4, at t=1s, CB-1 closes again, and 

the system acts with the model predictive controller this 

time and returns to the grid-connected mode. As seen in 

Fig. 10, after the reconnection of the circuit breaker at 

t=1s, the system immediately regains balance, and only 

about 0.02s is required for the powers to reach their 

initial values.  

In addition, the values of the real powers that had 

slight overshoot and undershoot at these instants are 

now in their balanced states with the DEMPC method.    

 

 
 

 

  

  Fig. 8    Voltage Droop   initial value    Intermediate value  
                                                             in the islanding mode  
 
                               3.9%                 5                              4.8 
      PL1                   OV%           rise time             ettling time 
                                 3%                 0.08s                       0.25s 
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Table 4: The numerical results for the islanding mode in the 
presence of DE-MPC and comparison to FS-MPC and DSVM-
MPC 
 

Real 
power 

Fig. 10 

Initial 
value 

(MW) 

intermediate 

in the 

Islanding 

mode 

Final 

value 

(MW) 

Recovery  
time (s) 

 

PL1 0.7 0.68 0.7 0.02 

PG1 0.63 -0.12 0.63 0.02 

P1 0.071 0.71 0.07 0.03 

  

 

    

 

 

 

  

   

   

 
 

Moreover, in Table 4 Obtained simulation results are 

mentioned in Table 4 to compare the proposed method 

with PID controller using (PSO algorithm), FS-MPC and 

DVSM-MPC methods. As a consequence proposed 

method is much more effective than conventional 

control methods. Additionally, in the recovery state of 

the grid, real power values experience a little overshoot 

and undershoot. With the appropriate selection of index 

parameters of the predictive controller LQR and other 

methods, we could improve the transient performance 

of the system. To do that, will well discuss calculating 

index parameters if controllers for microgrid include a 

distributed generation source using evolutionary 

particles swarm algorithm, which is shown in Fig. 9.  

Conclusion 

In this research, a model predictive controller was 

proposed. A comparison of these waveforms with the 

results obtained in Tables 3 and 4 revealed that the 

proposed distributed economic model predictive 

controller significantly improves the transient response 

of the system and the power quality of the grid 

compared to the LQR, PID, FS-MPC and DVSM-MPC 

methods. It must be mentioned that the proposed 

distributed economic model predictive controller has 

performed more successfully in creating balance and 

stability in the microgrid in the grid-connected mode. In 

addition, this paper proposes a novel PCC voltage 

compensation method for islanded microgrids by 

improving the power sharing control schemes among the 

DGs to compensate for the PCC voltage deviation caused 

by the droop control and the state feedback controller.  

As a result, the recovery time for re-switching from 

the island mode to the connection mode of the 

distributed generation sources is reduced. Hence, the 

following state transform matrix is considered for this 

system, and better results in terms of overshoot, rise 

time, settling time, and steady-state have been obtained 

with this method.  
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VSCs Voltage Source Converters 
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