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 Background and Objectives: Applications and systems software that are 
running constantly become obsolete due to the accumulation of error 
conditions or the depletion of resources like physical memory or 
performance degradation. In this regard, software rejuvenation has been 
proposed to deal with such a phenomenon and prevent software failure in 
the future. This paper proposes a multiple objective of software 
rejuvenation models with several policies. The purpose is to identify the 
right rejuvenation policy in practical situations. 
Methods: We model software system with four policies using the Markov 
process. These policies are: (a) Software system without rejuvenation; (b) 
Software system with partial rejuvenation; (c) Software system with partial 
and full rejuvenation; and (d) Software system with four different types of 
rejuvenation. In the models and each policy, we consider assigning the level 
of performance on which the availability and operating costs are calculated. 
Results: To evaluate the models with the four policies, many numerical 
experiments were performed. For each policy, we evaluated and compared 
three objectives, namely performance, availability and operating costs. The 
experimental results states that for Software System with the policy of four 
different type of rejuvenation have about 18 and 16 percent improvement 
in performance and availability, respectively, compared with those other 
policies. Moreover, the operating cost of the software system with partial 
rejuvenation policy is lower and more efficient than other policies. 
Conclusion: According to the calculated objectives and the results of the 
policies, it can be concluded that in systems with lower operational costs, 
the most appropriate policy is the software system with four different types 
of rejuvenation because this policy bring the maximum possible value for 
the performance and availability. The result of this study showed that the 
combined method is not always a suitable method because its operating 
cost is higher than other methods and in systems that are more important 
in terms of cost, this policy is not appropriate. 
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Introduction 

Given the accumulation of errors like memory leaks, 

numerical errors, fragmentation of storage space,

 

system and application software can get obsolete during 

its continuous operation and aging. Moreover, their 

performance gradually declines and eventually breaks in 
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case of lack of maintenance ‎[1]. Aging has been seen in 

various software systems, from critical systems like 

spacecraft systems ‎[2] to commercial ones like web 

servers ‎[3], embedded systems ‎[4], billing software ‎[5], 

transaction processing systems ‎[6], and 

telecommunication switching ‎[7]. Software rejuvenation 

is a commonly technique used to fight software aging 

and minimize system failure. This technique can remove 

the accumulated errors and frees operating system 

resources ‎[8], also neutralize the effect of software aging 

and restore system function by occasionally stopping 

running‎software,‎cleaning‎the‎software’s‎internal‎state,‎

and restarting the system (‎[9], ‎[10]). 

The performance of software rejuvenation could 
drastically affect the rejuvenation program or policy. 
Particularly, system performance can be enhanced by 
frequent rejuvenation processes. In this respect, 
reaching optimal rejuvenation policy and enhancing the 
performance criteria of the system is of great 
significance ‎[4]. 

In order to determine to what extent the rejuvenation 

policies can be applied in practice, this paper followed 

the research done in ‎[10]. The rest of this paper is 

organized as follows. Next section reviews the related 

rejuvenation models. Then proposes the multiple 

objective software rejuvenation models with several 

policies and then shows the numerical experiments to 

evaluate and determine the best rejuvenation policy, 

and finally provides the conclusions of this research. 

Literature Review  

In this section, we review the latest studies dedicated 

to software rejuvenation. Generally, software aging 

refers to the escalation of failure rate or reduction of 

performance for a long-running time. More specifically, 

software aging effects can be associated with error 

accumulation and degrading resources that are leaked or 

corrupted states. Such impacts can be detected through 

aging indicators. In fact, system variables can be 

measured directly and can be associated with software 

aging ‎[11]. Software rejuvenation has been defined as 

preemptive rollback of applications continuously running 

to prevent failures. Since an application might be 

unavailable during rejuvenation, it can exacerbate the 

downtime and lead to extra costs (e.g., financial losses). 

These costs, nonetheless, can be mitigated by 

rejuvenation scheduling during occasions when an 

application remains idle. Several studies have focused on 

the concepts of software aging and rejuvenation over 

the last few years. These studies have covered different 

aspects including the type of analysis, type of system, 

aging indicators, and rejuvenation techniques ‎[9]. 

Regarding analysis, the rejuvenation methods are 

divided into three types of analysis: model-based, 

measurement-based, and hybrid. The model-based 

analyses involve a mathematical model, that includes 

states in which the system is correctly operating, states 

where the system is failure-proof, and states where 

software rejuvenation is underway. Several types of the 

model have been adopted for this purpose, including 

Markov Decision Processes and Stochastic Petri Nets 

(‎[12], ‎[13]). The model-based method provides an 

abstract view of the system as well as a mathematical 

treatment. Capable of being grouped in time series 

analysis, the measurement-based method involves 

machine learning and other areas. The measurement-

based rejuvenation approaches mainly serve to directly 

monitor system variables, e.g. aging indicators reflecting 

the onset of software aging, and predicting the incident 

of aging failures through analyzing the runtime data 

collected from a statistical perspective. This method 

provides accurate predictions on aging but requires 

direct monitoring and is difficult to generalize ‎[14]. The 

hybrid method combines the benefits of model-based 

and measurement-based approaches. In this paper, we 

adopted the hybrid model as well ‎[9]. An important 

problem concerns the type of system on which aging is 

analyzed. Moreover, it covers the rejuvenation actions 

implemented. It has been proven that software aging 

can affect numerous types of long-running software 

systems. Such systems are divided into three categories: 

safety-critical, non-safety-critical, and unspecified ‎[15]. 

During the past 20 years, software rejuvenation has 

been extensively studied with the aim to design 

rejuvenation policies that optimize system availability 

and performance, mainly in terms of operational 

costs ‎[16]. In ‎[17] , refer to software availability modes 

with rejuvenation. Moreover, in ‎[18], the authors 

presented a comprehensive availability model that 

considers failures and recovery behaviors of multiple 

virtual machines, various failure modes, and recovery 

behaviors and dependencies between different system 

subcomponents. A comprehensive model for availability 

evaluation of cloud computing with virtual machine 

monitor rejuvenation through virtual machine migration 

scheduling was presented in ‎[19], where rejuvenation 

policies that maximize system availability through two 

migration approaches were proposed. A three-level 

rejuvenation policy under a Markov modeling framework 

was proposed for an active/standby cluster system 

in ‎[20], where the steady-state availability and the 

downtime cost were the measures of interest.  

To sum up, there are four policies for rejuvenation: 

(a) Check out completed applications ‎[11]; (b) 

Application restart or partial rejuvenation (i.e. the whole 

application is restarted) ‎[21], ‎[22], ‎[23], ‎[24], (c) OS 

Reboot or full rejuvenation (i.e. it restarts the 

OS) ‎[21], ‎[22]; and (d) Turn off the system (at the level of 

the physical machine) ‎[11]. 
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The main idea in this paper is to evaluate the four 

policies of rejuvenation for a system that is always in 

service with lower performance. Hence, it aims to model 

the system's performance during software 

implementation from a powerful and robust mode to a 

failure mode. Moreover, some measures are suggested 

for preventing the complete failure of the system during 

the implementation by applying different types of 

rejuvenation. 

The Proposed Multiple Objective Software 

Rejuvenation Models  

In this section, the multiple objective software 

rejuvenation models are proposed. In the models, we 

consider four policies‎with leveling the performance of 

systems. System performance could be perceived as the 

ability of the system to provide services at an acceptable 

level. This ability that is known as performance was 

modeled and evaluated in the present study. The 

modeling shows the change in the performance of the 

system through destruction from a robust state to a 

state of failure. 

It is supposed that the system will go into a state with 

lower performance during the rejuvenation activity. In 

this state, a performance is defined, followed by 

estimating the effect of various rejuvenation policies‎on 

it. Hence, we have considered the assumptions to 

implement rejuvenation policies, as follows: 

 First, the system works in a full performance state. 

Due to aging, the level of performance diminishes with a 

decrease in the resources including memory usage. The 

policy used includes partial ‎[23], full ‎[25], and policy with 

four different types of rejuvenation ‎[11]. One of the 

rejuvenation types will be activated when the system 

performance decreases and reaches 80%, 60%, 40% and 

20%. In the case of a fault, the performance level 

decreases to 0%. 

 While the rejuvenation activity is running, the level 

of software performance declines due to the nature and 

the type of rejuvenation. For partial rejuvenation, the 

performance rate is assumed to be 30%. This reduction 

in performance level during the partial rejuvenation 

activity involves stopping and restarting the program 

process. Meanwhile, the system can still provide 

services, although the levels are decreased. This number 

is 30% of an indicator level and is used to indicate the 

effect of partial rejuvenation on system performance. 

 Full rejuvenation includes restarting the operating 

system. All running programs must be stopped before 

the operating system restart. Thus, a full rejuvenation 

can be considered a two-part operation: The first part is 

the proper termination of all running programs and the 

second restarting is the operating system. Here, it is 

assumed that the system performance during the full 

rejuvenation is 10%. 

 Four different types of rejuvenation may be used. 

The first type is a partial restart of services during which 

some services are down and unused but still take up 

memory space. Instead of shutting down the system 

completely, these services shut down completely and 

free up the memory they had. As the programs running 

in these conditions continue to run, no change occurs in 

the level of system performance during this type of 

rejuvenation. In the second type, in addition to the 

terminated services, the service running is stopped and 

memory is freed; thus, it is supposed that system 

performance will be 30% by doing so. In the third type, a 

total restart happens; i.e., the termination of the 

terminated services, the running service, and the 

operating system. Accordingly, a large amount of 

memory is freed and the system is transferred to a more 

efficient mode. The performance of the system will be 

10% while performing this type of rejuvenation. The 

fourth approach is the operation that occurs at the level 

of the physical machine. This approach, which is the 

most common method used, is based on turning on and 

off. This rejuvenation mode is the most expensive one, 

as well, and transfers the system to a powerful and 

robust state. The performance of the system is assumed 

0% during this type of rejuvenation. 

In the policies‎presented, each policy‎corresponds to 

a level of performance where a software system can 

serve. Software rejuvenation has been proposed to deal 

with errors that can lead to possible malfunctions. Four 

types of policies have been assumed to examine the 

effects of all possible software rejuvenation: (a) Software 

system without rejuvenation (SSWR) policy;(b) Software 

system with partial rejuvenation (SSPR) policy; (c) 

Software system with partial and full rejuvenation 

(SSPFR) policy;and (d) Software system with four 

different types of rejuvenation (SS4DTR) policy. 

Each of these policies is modeled separately in the 

next subsections. To investigate this rejuvenation 

policies‎ effectiveness, it is necessary to calculate some 

criteria. Considering that most of the articles, 

including ‎[26], ‎[27] and ‎[28] reviewed and discussed the 

criteria of performance, availability and cost, we also in 

this study has evaluated performance, availability, and 

operating‎cost.‎The‎time‎Markov‎process‎{Z‎(t),‎t≥0}‎used‎

to evaluate the above criteria. Markov process is {Z (t), 

t≥0},‎m‎∈ {Policy1, Policy2, Policy3, Policy4} be used to 

describe the evaluation of any policy. Abbreviations 

provide the definitions needed to calculate performance, 

reliability, and cost for any policy.  

System availability is defined, the probability of the 

system working at moment t.  
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To mathematically define availability, we must first 

divide the system state-space SP into two subsets of 

operational states (UP) and down states (DP) such that 

SP=UP∪DP, UP∩DP = 0.  

The UP =‎ {1,…,‎ r}‎ is‎ the‎ set‎ of‎ active‎ states‎ of‎ the‎

system and DP =‎{r‎+‎1,…,‎s}‎is‎the‎set‎of‎inactive‎states‎of‎

the system. Availability for each policies expressed as 

(1) ‎[29]. 

(1)‎ ( )     
                

Although rejuvenation can delay the failure, it can be 

costly. If partial or full, or a four types rejuvenation is a 

plan, it costs less than unplanned failure. In the second 

case (i.e., unplanned failure), a repair process begins that 

is costly and time-consuming. However, not all 

rejuvenation policiescan benefit from a software 

system ‎[28]. 

A.  Policy 1: Software System without Rejuvenation 

(SSWR) 

In this software policy, no rejuvenation activity 

occurs. Figure 1 shows the state transition diagram for 

the SSWR policy. At first, the system starts in a robust 

state, fully capable of providing services. In this case, it is 

assumed that the system's amount of free memory is at 

its highest level, that is 100%, and the system is 

operating at the highest possible performance. This 

state, as shown in Fig. 1, is indicated by the state S0. Due 

to memory consumption, the system experiences other 

states before failure. To model the performance drop 

due to performance degradation, four states of SH, SM, SL, 

and SU have considered which the system performance 

levels are assumed to be 80%, 60%, 40%, and 20%, 

respectively. State F indicates a failure state in which the 

system can't provide any service, and its performance 

level is 0%. 

The exponential distribution time in each system 

state‎assumes‎that‎λH is the constant transition rate from 

the robust state S0 to the degraded state SH. 

Correspondingly,‎λM is the fixed transition rate from the 

state SH to the medium performance state SM,‎and‎λL is 

the fixed transition rate from the SM mode to the low-

performance state SL.‎ λU is the constant transition rate 

from the state SL to the unstable state SU. Finally, the 

system‎with‎λF rate reaches a failure in the state F. After 

a failure occurs, the repair process begins to restore the 

system to a robust shape. The corresponding constant 

transition‎rate‎is‎express‎by‎μrep. Note after the repair is 

complete, the system is as good as the new system. 
 

 
Fig. 1: The state transition diagram for SSWR policy. 

To evaluate the system's performance, we must 

define the level of performance in each case in which the 

system may be located and examine each of the 

proposed policies (Policies 1, 2, 3, and 4). The system 

performance level is defined as (2): 

(2)‎    [   ( )،  ∈   ]، 

  ∈ {       ،       ،       ،       } 

PLP is the performance level of the Policy P. 

Therefore, the indicator that calculates the overall 

performance of the software system at any given time is 

as (3): 

(3)‎   ( )     
    (   )

 ،     ، 

 ∈ {       ،       ،       ،       } 

where the QP is the transition rate matrix for the Markov 

process,‎ and‎ αP is the initial probability distribution of 

the Policy P. PIP (t) indicates the system performance at 

any time t. It indicates whether the system is enabled 

(UP) or disabled (DP) mode. 

Since the software systems work continuously in 

runtime, the relevant criterion for the policy P, according 

to the above equation, is evaluated as (4): 

(4)‎      (   )
  

where the πP is the constant state probability 

distribution for the policy P obtained by solving the 

linear (5): 

(5) 

        

∑      

 ∈  

 

For the SSWR policy, the corresponding state-space is 

SP1={S0, SH, SM, SL, SU, F}. The state transition matrix for 

this policy, which is required for PIP evaluation, is 

formulated as (6): 

    

[
 
 
 
 
 
         
         
         
         
         
             ]

 
 
 
 
 

 (6) 

Based on the state-space of SP1 and QP1 matrix and 

according to (3), the performance index for the SSWR 

policy can evaluate as (7): 

(7)     ( )      
     (    )

      

Assuming that the software system starts from state 

S0, that is, the performance level is 100%, then PIP1 (t) is 

calculated as (8): 

 

    ( )  ,      -       

,                  -  

       ( )           ( )           ( )
          ( )           ( )      

                                                                                                   (8) 
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(16) 

By solving linear equations in (5) and with using (4), 

the software system performance can be expressed as 

(9): 

(9)                               
                     

To model the availability in the SSWR policy, the 

state-space SP1 = {S0, SH, SM, SL, SU, F} can be divided into 

UP1 = {S0, SH, SM, SL} and DP1 = {SU, F} (see Fig. 1). Note that 

the states S0, SH, SM, SL are the operating states, and the 

states SU, F are the unstable and failure states of the 

system in which the system does not work properly. 

Based on the state-space SP1and the QP1 matrix in (6), the 

availability of the SSWR policies evaluated according to 

(10): 

(10)‎ 

Availability is evaluated according to the (11) and (12): 

(11)‎
 

 

 

(12)‎‎

The system designer must carefully decide on the 

rejuvenation policy, to determine whether rejuvenation 

is beneficial in terms of operational cost, at first, the cost 

for the SSWR policy is evaluated. Therefore, the cost of 

downtime for a SSWR policy is defined as (13): 

 (13) 
 

where Crep is the system repair cost. The total downtime 

cost per unit time for the SSWR policies calculated as 

(14): 

(14)‎ 

B.  Policy 2: Software System with Partial Rejuvenation 

(SSPR)  

The partial rejuvenation can counteract system

performance degradation ‎[22], ‎[23]. The partial 

rejuvenation has minimal effect and can make running 

applications more usable ‎[22].  

Fig. 2 shows the state transition diagram for the SSPR 

policy.  

The system initially starts in a robust state. This state 

is expressed by S0, where the system performance level 

is 100%. Over time, with performance degradation, the 

system state change and reaches the level of 

performance 80% and then 60% and then 40%, and 

finally to the unstable state, that is 20% of the 

performance level. If the performance degradation 

continues, system failure will occur.  

In each of these states, the partial rejuvenation can 

occur and bring the system into a better situation. The 

change of situation between the states occurs when the 

partial rejuvenation is applied, for example, from SH to 

SHPR with transition rate rp. 
 

 
 

Fig. 2: The state transition diagram for the SSPR policy. 
 

In the software system where only the partial 

rejuvenation is active, the corresponding state-space is 

SP2= {S0, SH, SM, SL, SU, F,SHPR,SMPR,SLPR,SUPR} which states 

SHPR, SMPR, SLPR, SUPR are rejuvenation states. The 

performance in each case can obtain according to Fig. 2. 

The state transition matrix for this policy is defined as 

(15): 

 

 

𝑄𝑃2  

[
 
 
 
 
 
 
 
 
 
 
 𝜆𝐻 𝜆𝐻         
  (𝜆𝑀  𝑟𝑝) 𝜆𝑀    𝑟𝑝    

   (𝜆𝐿  𝑟𝑝) 𝜆𝐿    𝑟𝑝   

    (𝜆𝑈  𝑟𝑝) 𝜆𝑈    𝑟𝑝  

     (𝜆𝐹  𝑟𝑝) 𝜆𝐹    𝑟𝑝
𝜇𝑅𝑒𝑝      𝜇𝑅𝑒𝑝     

𝜇𝑃𝑅       𝜇𝑃𝑅    
 𝜇𝑃𝑅       𝜇𝑃𝑅   
  𝜇𝑃𝑅       𝜇𝑃𝑅  
   𝜇𝑃𝑅       𝜇𝑃𝑅]

 
 
 
 
 
 
 
 
 
 

 (15) 

Like the SSWR policy, the software system starts from 

state S0, which the performance is 100%. The 

performance for the SSPR policies calculated as (16): 
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By solving the linear equations, the software system 

performance is expressed as (17): 

(17) 

   2    2         2         2  
       2       (  2     
   2       2    )
       2   

To model the availability in the SSPR policy according 

to Fig. 2, the state-space is SP2= {S0, SH, SM, SL, SU, F, SHPR, 

SMPR, SLPR, SUPR} and the state-space can be divided 

into active UP2={S0, SH, SM, SL} and down DP2={ SU, F,SHPR, 

SMFR, SUPR , SLFR}. Although during system rejuvenation, 

the system's performance is 30%, they are considered 

down states. The availability of the SSPR policies 

expressed as (18): 

(18)‎  2    2     2     2     2   

In the case of partial rejuvenation, the system can 

continue the service at a low level of performance, and 

the total downtime cost is calculated as (19): 

(19)   2( )  {

         ∈ * +

        ∈ *              +

       

 

where Crep is the system repair cost and CPR is the cost of 
performing partial rejuvenation. Therefore, the total cost 
of downtime per unit time for SSPR policies expressed as 
(20): 

 

(20) 
     2         2       (  2       2    

   2    ) 

C.  Policy 3: Software system with the partial and full 
rejuvenation (SSPFR)  

Fig. 3 shows the state transition diagram for the 

SSPER policy. Here, the system initially starts in a robust 

state. This state is expressed as S0, where the 

performance level is 100%. Over time, the system’s‎

performance degradation increases, and the system 

performance level is assumed to be reduced to 80% and 

then 60% and 40%, and finally, to the unstable state, 

that is, 20%. 

If the performance degradation continues, the system 

may experience a software failure. In each of these 

states, the partial or full rejuvenation can occur and 

improve the system's state depending on the 

performance level. As shown in Fig. 3, when the system 

reaches the state SH, it is better to perform a partial 

rejuvenation activity to move the system state to the 

optimal condition. In states with performance levels 

60%, 40%, and 20%, it is better to have a full 

rejuvenation to optimize the system. 

The partial and full rejuvenation occurs with the rate 

rp and rF, respectively. In full rejuvenation, the system 

will have a low performance for a more extended period. 

When the rejuvenation activity is performed, the system 

will go into a state of low performance. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

𝑄𝑃3  

[
 
 
 
 
 
 
 
 
 
 
 𝜆𝐻 𝜆𝐻         
  (𝜆𝑀  𝑟𝑝) 𝜆𝑀    𝑟𝑝    

   (𝜆𝐿  𝑟𝐹) 𝜆𝐿    𝑟𝐹   

    (𝜆𝑈  𝑟𝐹) 𝜆𝑈    𝑟𝐹  
     (𝜆𝐹  𝑟𝑝) 𝜆𝐹    𝑟𝑝

𝜇𝑅𝑒𝑝      𝜇𝑅𝑒𝑝     

𝜇𝑃𝑅       𝜇𝑃𝑅    
𝜇𝐹𝑅        𝜇𝐹𝑅   
𝜇𝑃𝑅         𝜇𝐹𝑅  
   𝜇𝑃𝑅       𝜇𝑃𝑅]

 
 
 
 
 
 
 
 
 
 

 
      (21) 

 

Fig. 3: The state transition diagram for the SSPFR policy. 
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In the SSPFR policy, the corresponding state-space is 

SP3= {S0, SH, Sm, SL, SU, F, SHPR, SMFR, SLFR, SUPR}, which the 

states SHPR and SUPR are for partial rejuvenations and the 

states SMFR and SLFR are for full rejuvenations. The 

performance can be obtained according to Fig. 3. The 

state transition matrix for this policy is defined as (21). 

Similar to the previous policy, the software system 

starts from the state S0, which the performance is 100%. 

The performance for the SSPFR is calculated as (22): 

   3( )  ,          -       

,                                  -  

   3  ( )        3  ( )        3  ( )
       3  ( )        3    ( )
       3  ( )   

   (  3    ( )    3    ( )

   3    ( ))                          

(22) 

By solving the linear equations, the performance of 

software system is expressed as (23): 

(23) 

   3    3         3         3  
       3         3    
       3   

     (  3       3       3    ) 
 

When both partial and full rejuvenation are used, the 

state-space divided two subsets: up UP3 = {S0, SH, SM, SL} 

and down DP3 = {SU, F, SHPR, SMFR, SUPR, SLFR}. The 

availability of the SSPFR policies expressed as (24): 

(24)   3    3     3     3     3   

In the SSPFR policy, reduced the level of performance, 

the costs imposed on the system is considered as (25):

 

(25)   3( )  

{
 
 

 
          ∈ * +

       ∈ {              }

        ∈ *    +

       

 

Therefore, the total cost of downtime per unit time 

can be calculated as (26): 

(26)‎

     3         3  
     (  3       3    
   3    )      (  3    ) 

D.  Policy 4: Software system with four different types of 

rejuvenation (SS4DTR)  

This policy keeps the system in its best situation by 

applying four rejuvenation types at four different levels. 

Fig. 4 shows the state transition diagram for the 

SS4DTR policy.  

At first, the system starts in a robust state, where the 

performance level is 100%; this state is shown as S0.Over 

time, the performance level degrades to 80% and then 

60% and 40%, finally, to the unstable state 20%. If the 

performance degradation continues, the system will 

eventually go to failure. Each of the four types of 

rejuvenation can occur in these states and improve the 

system's condition depending on the performance levels.  

When the system reaches the state SH, which is a 

performance level 80%, it is better to have a type I 

rejuvenation, which will have the lowest downtime cost 

rejuvenation activity, as shown in Fig. 4. In the state SP1R, 

the system runs and continues to work without reducing 

the level of performance. After the rejuvenation activity, 

the system is transferred to the optimal state with a 

performance level 100%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4: The state transition diagram for the SS4DTR policy. 
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When the system reaches SM state with a 

performance level 60%, it can apply type II rejuvenation. 

During this type of rejuvenation, the system 

performance level will be 50% (the state SP2R) and after 

completion, the system is transferred to the optimal 

state 100%. When the system reaches SL state with a 

performance level 40%, type III rejuvenation can be 

performed. During this type's rejuvenation, the system 

performance level will be 10% (the state SP3R), and after 

rejuvenation completion, the system is going to the 

optimal state (performance level 100%).Type IV 

rejuvenation is the best choice when the system reaches 

an unstable state with a performance level 20%.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Similar to the previous policy, the software system 

starts from the state S0, which the performance is 100%. 

The performance for SS4DTR policy is calculated as (28): 

     4( )  ,          -       

,                               -  

   4  ( )      (  4  ( )    4    ( ))

       4  ( )        4  2 ( ) 

       4  ( )        4  ( )
       4  3 ( )       

                                                                                                (28) 

By solving the linear equations, the software system 

performance is expressed as (29): 

 (29) 
   4    4       (  4     4    )        4   

       4  2        4         4    
     4  3  

when SS4DTR policy is used, the state-space is divided 

into two up and down subsets, UP4={S0, SH, SM, 

SL,SP1R,SP2R}and DP4={SU, F,SP4R,SP3R}. 

The availability of the SS4DTR policy is expressed as 

(30): 

 (30) 
  4    4     4     4     4     4    

   4  2  

In this policy, four different types of rejuvenation 

have applied, and the costs imposed on the system are 

considered as (31): 

However, the system downtime increase, and the 

performance level is 0% during this type of rejuvenation 

but compared to the time it takes to repair, this 

rejuvenation will be more appropriate. It will eventually 

bring the system back to the optimal situation. Finally, 

when the system fails (the state F), the only solution is to 

repair, which has a high operational cost and downtime. 

In the SS4DTR policy, the state-space is SP4={S0, SH, SM, 

SL, SU, F,SP1R,SP2R,SP3R , SP4R }, which each of states SP1R, 

SP2R, SP3R, SP4R are related to the first, second, third and 

fourth type of rejuvenation, respectively. The 

performance can be obtained according to Fig. 4. The 

state transition matrix for this policy is defined as (27). 

 

 

 

 

 

 

 

 

 

 

 

 

 

(31)   4( )  

{
  
 

  
 
         ∈ * +

 4      ∈ *  4 +

 3      ∈ *  3 +

 2      ∈ *  2 +

        ∈ *    +

       

 

Therefore, the total cost of downtime per unit time is 

calculated as (32): 

(32) 

     4         4    4    4  4 

  3    4  3   2    4  2 
       4     

Numerical Experiments 

In this section, we intend to provide a comparison 

between the four policies with numerical experiments. 

The data used are present in Table 1, do not come out of 

real-life software systems, but it is under the relevant 

software rejuvenation literature ‎[17], ‎[30]. 

Figs. 5, 6, and 7 shows the system's performance, 

availability, and operational cost for SSWR, SSPR, SSPFR, 

and SS4DTR‎policies‎in‎48‎hours’‎period.‎As‎can‎be‎seen,‎

for SSWR policy, the system performance and availability 

decrease with the operational time since without any 

proactive actions, performance and availability 

degradation cannot be avoided either an eventual 

failure. The high probability of an eventual failure affects 

 

    (27) 

 



On Multiple Objective of Software Rejuvenation Models with Several Policies 

J. Electr. Comput. Eng. Innovations, 10(1): 25-36, 2022                                                                          33 
 

the cost indicator, which increases with the operational 

time. 

 
Table 1: Parameter values for comparing policies 
 

Parameter Value 

λH 8 h
-1

 

λM 16 h
-1

 

λL 24 h
-1

 

λU 32 h
-1

 

λF 40 h
-1

 

µrep 6 h
-1

 

µPR = µP3R 4 h
-1

 

µFR= µP4R 5 h
-1

 

rP= rP3 4 h
-1

 

rF= rP4 20 h
-1

 

rP1 0.5 h
-1

 

rP2 2 h
-1

 

µP1R 1 h
-1

 

µP2R 2 h
-1

 

Crep 50 cost units per hour 

CPR = CP3R 5 cost units per hour 

CFR= CP4R 10 cost units per hour 

CP2R 2 cost units per hour 

CP1R 1 cost units per hour 

 

In the SSPR policy, the rejuvenation policy does every 

4 h; as seen in the previous policy, over time, the 

performance of the system will decrease, but in this 

policy due to the partial rejuvenation is expected to 

occur at a slower rate, and often expected to provide a 

higher level of performance. It should also consider that 

rejuvenation activities will incur costs, including 

unavailability of the system during software 

rejuvenation, so that rejuvenation activities will reduce 

availability. Fig. 6 shows the performance, availability, 

and operational costs for the SSPR policy. 

In the SSPFR policy, the partial rejuvenation does 

once every 4 h and the full rejuvenation does once every 

20h. Over time, system performance will decrease, but 

given the partial and full rejuvenation enabled, this 

performance reduction be expected to occur at a slower 

rate, as shown in Fig. 3 when performance is 80%, the 

partial rejuvenation performed. When performance is 

60% or 40% or 20%, the full rejuvenation performed. 

According to the values of Table 1 and the equations 

obtained in the previous section, the performance, 

availability, and operating cost diagrams are present in 

Fig. 5, 6, and 7. 

In the SS4DTR policy, as shown in Fig. 4, when the 

performance is 80%, the first type of rejuvenation, in the 

case of 60% performance, the second type of 

rejuvenation, in the case of 40% performance, the third 

type and in the case with 20% performance, the fourth 

type is rejuvenated. According to the values of Table 2 

and the equations obtained in the previous section, the 

performance, availability, and operating cost diagrams 

are present in Fig. 5, 6, and 7. 
 

 
 

Fig 5. The performance of the policies. 
 

 

 
Fig 6: The availability of the policies. 

 
 

 
Fig 7: The cost of the policies. 

 

Comparison of Numerical Results Expressed 

Policies 
According to the obtained results, the policies can be 

compared in terms of performance, availability, and 
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operating costs. According to Fig. 5, it seems that the 

SS4DTR policy provides the highest performance among 

all policies. 

As shown in Fig. 6, SS4DTR policy is also more 

efficient in terms of availability, and this is since the 

system in situations where the first and second type of 

rejuvenation be performed with a slight reduction in 

performance, Still available. 

Fig. 7 shows the operating cost of each policy. As can 

be seen, in contrast to the performance and availability 

that was optimal for the SS4DTR policy, the operating 

cost for the SSPR policy is proportional. It is lower and 

more efficient than other policies. 

Conclusion 

This paper followed the research done in ‎[10] that its 

main purpose was to find out the best policy in the 

rejuvenation models for software systems and in order 

to determine to what extent the existing polices can be 

applied in practice. For this purpose, we consider three 

objectives, namely performance, availability and, 

operating costs. In the rejuvenation models, we 

investigated four different policies, including software 

system without rejuvenation (SSWR), with the partial 

rejuvenation (SSPR), with the partial and full 

rejuvenation (SSPFR), and system with four different 

types of rejuvenation (SS4DTR). For each policy, the 

performance, availability, and operational cost are 

calculated. According to the presented policies, 

calculated objectives, and the values of each of these 

objectives, we saw that SS4DTR policy in terms of 

performance and availability works better than other 

policies. On the other hand, applying SS4DTR policy 

caused more costs, and the SSPR policy had a lower 

operating costs than other policies. Therefore, it can be 

concluded that in systems with lower operational costs, 

the most appropriate policy is the SS4DTR, because it 

has the maximum possible value in the performance and 

availability. The result of this study showed that the 

combined method is not always a suitable method 

because its operating cost is higher than other methods 

and in systems that are more important in terms of cost, 

this policy is not appropriate. 
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Abbreviations  

EP‎ State-Space for the policy P 

 

It is a square matrix whose 

elements represent the 

probability transition matrix 

between the states. 

 

The initial probability 

distribution of the ZP (t) 

process for the policy P 

 

The column vector s is the 

next in which r is the first 

element equal to 1, and the 

remainder s-r is equal to 

zero. 

 

It is a next r column vector 

whose elements have a value 

of 1. 

λH 

constant transition rate from 

the robust state S0 to the 

degraded state SH 

λM 

fixed transition rate from the 

SH state to the medium 

performance state SM 

λL 

fixed transition rate from the 

SM mode to the low-

performance state SL 

λU 
constant transition rate from 

SL to unstable state SU 

λF 
rate reaches a failure in state 

F 

µrep 
repair rate for restore the 

system to a robust shape 

µPR = µP3R 
constant transition rate for 

partial rejuvenation 

µFR= µP4R 
constant transition rate for 

full rejuvenation 

rP= rP3 
Probability transition from SL 

to SP3R 

rF= rP4 
Probability transition from SU 

to SP4R 

rP1 
Probability of partial 

rejuvenation 
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rP2 
Probability of full 

rejuvenation 

µP1R 
constant transition rate for 

type I rejuvenation 

µP2R 
constant transition rate for 

type II rejuvenation 

Crep Cost of repair 

CPR = CP3R Cost of partial rejuvenation 

CFR= CP4R Cost of full rejuvenation 

CP1R Cost of type I rejuvenation 

CP2R Cost of type II rejuvenation 
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