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 Background and Objectives: Digital signal processors are widely used in 
energy constrained applications in which battery lifetime is a critical concern. 
Accordingly, designing ultra-low-energy processors is a major concern. In this 
work and in the first step, we propose a sub-threshold DSP processor. 
Methods: As our baseline architecture, we use a modified version of an 
existing ultra-low-power general purpose processor. Afterwards, we make 
some modifications to add new instructions to the processor instruction set 
for better adapting to signal processing applications. In the second step, 
employing sub-threshold cores in many-core architectures, we use the 
proposed processor as simple basic cores in a many-core architecture. 
Results: In comparison with the baseline architecture, these modifications 
reduce the program memory size about 42% in average. In addition, data 
memory accesses are reduced about 60% in average, and more than 90% 
speed-up is achieved. According to the improvements in total execution time 
(93%) and power consumption (27%), the total consumed energy is reduced 
about 95% in average with at most 2.6% area overhead and without 
increasing the process variation effects on processor specifications. 
Conclusion: The results show that for parallel applications, such as FFT in LTE 
standard, exploiting sub-threshold processors in a many-core architecture 
not only can satisfy the required performance, but also reduce the power 
consumption about 50% or even more. 
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Introduction 
Energy constrained applications such as cell phones, 

wireless networks, and RFID tags are widely used in 

recent years. Power/energy consumption, performance, 

and reliability are the main concerns in designing such 

systems [1], [2], [3]. Moreover, the use of deep sub-

micron technologies has made designs even more 

challenging due to increased variations in process 

parameters such as gate oxide thickness, channel length, 

and threshold voltage [2], [4]. 

Designing processor architecture in the sub-threshold 

region, where the supply voltage is less than the 

threshold voltage, can efficiently reduce energy and 

power consumption [6], [5]. 

Sub-threshold design provides energy harvesting 

capability for long-term applications such as health-care 

signal processing and monitoring wireless networks [2]. 

However, sub-threshold computing degrades 

performance and escalates variation problems [6]. 

Therefore, it is necessary to design custom architectures 

and utilize alternate techniques to accompany sub-

threshold design. Application specific processors are 

potential candidates to meet the mentioned 

requirements. 

http://jecei.sru.ac.ir/
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To customize an architecture for a specific 

application, parameters such as computation width, 

pipeline depth, ISA definition, memory organization 

design, and addressing modes need to be considered [7]. 

Among these parameters, ISA definition is more effective 

and will affect the others. The complexity of custom 

instructions can change the execution timing and 

memory access rate of an application. Hence, custom 

instructions are useful in improving processor 

performance and reducing power/energy 

consumption [7]-[9]. 

Most of the low-power processors introduced in the 

literature have been designed to work in the super-

threshold or near-threshold regions [10]-[15]. Moreover, 

processors introduced for the sub-threshold 

region [8],[16]-[18] are not optimized for 

computationally-intensive signal processing applications. 

The growing demand for DSP processors in energy 

constrained applications motivates our work, where we 

have simplified an existing ultra-low power general 

purpose processor [18] according to Pollack's rule [19]. 

We have added an extra unit corresponding to a new 

instruction added to the processor's ISA for accelerating 

signal processing applications. In this paper, we 

investigate the effects of the added custom instruction 

on power and energy consumption using specific signal 

processing applications. The results show that although 

adding the extra unit increases processor area, which is 

equivalent to more static energy dissipated in the sub-

threshold region, the added custom instruction enables 

a smaller program memory footprint which in turn 

significantly reduces power and energy consumption. 

The proposed processor, to the best of our knowledge, is 

the first sub-threshold DSP processor; nevertheless, we 

do not claim that it has the best architecture. 

Another usage of ultra-low-energy processors can be 

found in many-core architectures. These systems may 

exploit hundreds or thousands of small cores in 

parallel [20]. According to Pollack's rule [19], the 

performance of a core is proportional to the square root 

of the core's complexity (area). Although simplifying the 

core structure decreases its performance, it can increase 

the power efficiency. With many ultra-low-power cores 

one can make, through parallelism, a many-core 

architecture and then achieve a desirable throughput. 

According to the Amdahl's law, the serial part of a code 

will limit the speed-up. Thus parallel applications 

rationalizes the usage of many-core architectures. An 

integral part of high-speed wireless networks are 

Orthogonal Frequency-Division Multiplexing (OFDM) 

systems, in which signal processing applications such as 

Fast Fourier Transform (FFT) and Finite Impulse 

Response (FIR) filtering are exploited as the main 

operations [21], [22]. 

In this work, we proposed a novel processor 

architecture to achieve required performance with 

higher energy efficiency for target energy-constrained 

applications such as IoT. The proposed architecture is a 

general purpose processor with customized instructions 

for Digital Signal Processing (DSP) domain to improve 

performance and energy efficiency. Using the proposed 

DSP processor, one can aggregate many simplified very-

low-power cores in parallel to construct very high-speed 

systems such as OFDM, filter bank, and etc. 

The remainder of the paper is organized as follows: 

Section II reviews related work from the literature and 

discusses previously designed processors. In Section III 

the proposed processor architecture is presented along 

with a detailed description of the added extra unit and 

the related custom instructions. Section IV introduces 

our experimental setup and analyzes the obtained 

results, using specific signal processing applications. The 

usage of the proposed processor in many-core 

architectures and its experimental results are described 

in Section V. Finally, the paper is concluded in Section VI. 

Related Works 

In this section, we review the various ultra-low power 

processors introduced in the literature [8], [10]-[18]. For 

each processor, its main specifications and the 

techniques exploited by designers to reduce power and 

energy consumption are discussed. 

In [10], a DSP processor known as uAMPS (micro 

Adaptive Multi-domain Power aware Sensors) has been 

designed, based on a load-store 16-bit RISC architecture. 

The processor is designed to work in the near-threshold 

region and contains an instruction cache and extra units 

including Multiply-ACcumulate (MAC) unit and custom 

hardware accelerator cores for FIR filters and FFT 

operations. Moreover, power gating is used to reduce 

power and energy consumption. The results show that 

uAMPS works at 4 MHz with a 0.45V power supply and 

consumes 10 pJ/Instruction in 90-nm technology. 

Kelly et al.[23] have proposed a Sensor Network 

Asynchronous Processor (SNAP). To achieve a low power 

design, the SNAP designers employed asynchronous 

circuits by which dynamic power is reduced due to lower 

switching activities. SNAP/LE, the low energy version of 

SNAP that is proposed in [11], is based on an event-

driven 16-bit RISC processor. Their single-issue processor 

core executes instructions in order and uses two 

separate on-chip memory banks for instructions and 

data. Their results show that in 180-nm technology, 

SNAP/LE works with 28 MIPS speed and consumes 24pJ 

energy per instruction at 0.6V. While SNAP/LE has a 

parallel datapath, another extension of SNAP called 

BitSNAP [12], has a bit-serial datapath leading to lower 

area and lower leakage power. In addition, the designers 

used compression techniques on data to improve the 
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processor's performance. According to their report, 

BitSNAP consumes 17 pJ/Instruction in 180-nm 

technology at 0.6V and provides 6 MIPS execution 

speed. 

Another ultra-low power processor, called Smart 

Dust [13], has been devised based on a load-store RISC 

architecture, Harvard architecture for memories, and 

single cycle per instruction but with no pipelining in the 

datapath. Furthermore, techniques such as component-

level clock gating and guarded ALU inputs were exploited 

to reduce power. Smart Dust was designed in 250-nm 

technology to work with a 1.0V power supply at 500 kHz 

and consumes 12 pJ/Instruction. 

Hempstead et al. [14], [15] have used event-driven 

processing and hardware accelerators to improve power 

consumption and performance. The accelerators are 

designed for specific tasks which are common in many 

wireless sensor network applications. There is an event 

processing unit investigating events, and based on the 

event's type, determines which accelerator must be 

activated. Therefore, the tasks are offloaded to the 

accelerators and the microcontroller can be power 

gated. This technique reduces dynamic and leakage 

power dramatically. Thus Hempstead's processor 

consumes only 0.44 pJ per equivalent instruction at 12.5 

MHz working frequency using a 0.55V power supply in 

130-nm technology. 

In [16], Nazhandali et al. proposed an energy-efficient 

sub-threshold processor, called Subliminal. The 

architecture is an accumulator-based CISC architecture 

with single operand instructions. Nazhandali et al. 

investigated 21 different architectures by changing the 

pipeline depth, datapath width, memory organization 

(von-Neumann vs. Harvard), and use of an explicit 

register file. The best performing architecture with lower 

energy consumption and acceptable performance was 

found using the pareto-optimal curves. The investigated 

processor specifications are summarized in Table 1. 

Subliminal is designed in 130-nm technology, works at 

182 kHz, and consumes 1.38 pJ/Instruction at 235mV. 

In [17] and [8] Zhai et al. also analyzed process variation 

in sub-threshold circuits and showed that dynamic 

frequency scaling is more important than dynamic 

voltage scaling. In addition, Zhai et al. have designed a 

robust SRAM memory that made the Subliminal 

processor work correctly from 0.2V to 1.2V. The 

minimum energy consumption of the processor is 2.6 

pJ/Instruction at 0.36V while working at 833 kHz. 

The second generation of Subliminal is described 

in [18]. Subliminal2 is a load-store RISC architecture with 

two-operand 12-bit instructions. In Subliminal [16], the 

authors have shown that a smaller code size (with more 

complex control logic) is more energy-efficient than 

using a simpler control logic (with larger code size) and 

therefore, have selected CISC architecture with variable 

instruction lengths. However, in Subliminal2, Nazhandali 

et al. [18] proposed a compact 12-bit instruction set 

architecture with complicated addressing modes 

satisfying both requirements: simple control logic and 

also a dense code. Table 1 shows the Subliminal2 

specifications consuming the lowest energy per 

instruction (0.6pJ/Instruction) among the sub-threshold 

processors and works at 142 kHz and 0.2V in 130-nm 

technology. The low energy processor architectures of 

sub- and near-threshold processors are summarized in 

Table 1. Also there are other harware accelerators 

working for energy-constrained applications such 

as [24]-[27] which are customized to the application 

domain to achieve higher computation speed with lower 

energy consumption. These works are not listed in our 

candidate baseline architecture because it is not fair to 

compare a general purpose processor with custom 

hardware accelerators. 

 
Table 1: Specifications of some ultra-low-power processors 
 

Processor 

Specifications 
Subliminal Subliminal2 uAMPS 

ISA 

Accumulator 

CISC 

architecture 

with single 

operand 

instruction 

load-store 

RISC 

architecture 

with 2-

operand 

instruction 

load-store 

RISC 

architecture 

with 3-

operand 

instruction 

Data Width 

(bits) 
8 8 16 

Instruction 

Length 
32/16/8 12 16 

CPI 1 1 1 

Pipeline 

Stages 
3 3 3 

Registers 

4 GPR(32 

bits) + 4 

pointer 

register 

(16bits) 

8 GPR(8 bits) 

8 GPR + 8 

special 

purpose 

registers 

Memory 

Architecture 

Von-

neumann 
Harvard 

Von-

neumann 

Program 

Memory 
512*4 bits 

128*12 bits 

60KB 
Data 

Memory 
128*8 bits 

Out-of-Order 

Execution 
no yes no 

Branch 

Speculation 
no yes no 

Multiplier no no Yes 

MAC no no yes 
 

Processor Architecture 

In this work, we use a modified version of the 
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Subliminal2 architecture as the basis of our DSP 

processor architecture. The main features of Subliminal2 

processor are summarized in Table I and our simplified 

implementation of the Subliminal2 (hereafter called 

SSL2) datapath is shown in Fig. 1. Here, we give a brief 

description of the Subliminal2 ISA as is used in our work 

and shown in Fig. 2. 

 

 
Fig. 1: SSL2 datapath, our simplified implementation of 

Subliminal2. 

 
As the figure shows, in ALU instructions a P/U bit 

specifies a preserve/update mode. In the preserve mode 

the result of the ALU operation is saved in R0, while in 

the update mode operand A is updated by the ALU 

result. Using this, Subliminal2 benefits from the 

advantages of two-operand instructions, namely, smaller 

instruction length, and three-operand instructions in 

which source operand will not be overwritten. Note that 

operand B (OPB) includes five cases: 

 MEM: The operand is one of the memory entries 

which can be accessed through direct memory 

access. 

 REG: It denotes one of the 8 registers in the register 

file. 

 PTR: In SSL2, PTR is used to denote one of the 

registers (R0 to R3) and it can access memory 

through indirect access. 

 IMM: This is a two-bit immediate value. 

 C: Shows a carry operand. 

This feature shows that micro-operations are included 

in the ISA, which leads to smaller code size. For example, 

to add a register to a memory operand, instead of two 

instructions: LOAD followed by ADD, only one instruction 

is used. 

The instruction and data memory size in Subliminal2 

are 128x12 bits and 128x8 bits, respectively. In SSL2 we 

changed the instruction memory size to 512x12 bits, 

adapted to the size of most DSP codes running on. 

Instruction and data memories are divided into 32 and 8 

pages, respectively. Each page has 16 entries. To access 

data memory, we need 3 bits to indicate the page, and 4 

bits to access one of the 16 entries in that page. The 

PAGE instruction represents the page number, and then 

with the mode MEM of OPB, as shown in Fig. 2, we can 

access data memory directly. 

In Subliminal2, the JDST part in JUMP instructions 

indicates the lowest 6 bits of jump target address. In 

SSL2 we modified the JUMP instruction as follows: For all 

jump conditions, except CALL, the jump target address 

will be added to the PC address, thereby we can access -

32 to 31 instructions away from the current instruction 

using 6 bits; however for CALL condition, JDST indicates 

the lowest 6 bits of jump target address and the other 

three bits are determined by the PAGE instruction. The 

details of the instructions are presented in [18]. In 

Subliminal2, indirect memory access takes two clock 

cycles. If the load instruction is followed by a dependent 

ALU operation, then the implemented out-of-order 

execution feature will monitor the next instruction and if 

it is independent of ALU result, it will be executed before 

the ALU operation. We designed the instruction and data 

memory in the form of flip-flops as in [24]. Therefore, 

memory access takes only one cycle and there is no need 

to implement the out-of-order execution feature. Also in 

SSL2, unlike Subliminal2, the branch speculation scheme 

has not been implemented for sake of more simplicity. 

The instruction next to jump is always executed; 

therefore the compiler has been optimized to support 

this feature. 

The main focus of our work is on designing an ultra-

low power DSP processor. FFT operations and FIR 

filtering are frequently used in wireless networking and 

signal processing applications. Conventional FFT 

algorithm requires nlog n multiplications which makes it 

an important feature of any DSP processor. In SSL2, 

there is no multiply unit and no multiply instruction, and 

we need to carry out multiply operations using add 

instructions.  

Here we propose the next version of SSL2 called 

SSL2Mult. In SSL2Mult we have added a multiply unit to 

the SSL2 datapath and a MULT instruction to its ISA. 

Figures 5 and 3 show the SSL2Mult datapath and MULT 

instruction, respectively. The MULT instruction has two 

modes for 8-bit unsigned and signed multiplications 

whose result will be saved in a 16-bit register. In the first 

cycle, OPA will be overwritten by the lowest 8 bits of the 

result and in the next cycle, the highest 8 bits of the 

result are saved in OPB. Moreover, as shown in Fig. 7, 

FIR filters use multiply-accumulate (MAC) operations. 

Thus, as our next step we have added a MAC unit and a 

MAC instruction to SSL2. We call this processor 

SSL2MAC. The SSL2MAC datapath and MAC instruction 
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are shown in Figs. 6 and 4, respectively. 

 
Fig. 2:  SSL2 ISA encoding. 

 

 
Fig. 3: The added MULT instruction toSSL2 ISA. 

 

 
Fig. 4: The added MAC instruction toSSL2 ISA. 

 
Table 2: Specifications of the proposed processors in comparison to subliminal2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Processor Specifications Subliminal2 
SSL2 (our implementation of 
subliminal2) 

SSL2Mult SSL2MAC 

ISA 
load-store RISC 
architecture with 2-
operand instruction 

load-store RISC architecture 
with 2-operand instruction 

load-store RISC architecture 
with 2-operand instruction 

load-store RISC 
architecture with 2-
operand instruction 

Data Width (bits) 8 8 8 8 
Instruction Length 12 12 12 12 
CPI 1 1 1 1 
Pipeline Stages 3 3 3 3 
Registers 8 GPR(8 bits) 8 GPR(8 bits) 8 GPR(8 bits) 8 GPR(8 bits) 
Memory Architecture Harvard Harvard Harvard Harvard 
Program Memory 128*12 bits 128*12 bits 128*12 bits 128*12 bits 
Data Memory 128*8 bits 128*8 bits 128*8 bits 128*8 bits 
Out-of-Order Execution yes Yes yes yes 
Branch Speculation yes Yes yes yes 
Multiplier no No no no 
MAC no No no no 
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In MAC unit, the multiplier multiplies two 8-bit 

numbers and the result is added to a 24-bit accumulator. 

The MAC instruction has four modes: unsigned and 

signed multiplication, MAC operation, and accumulator 

reset. Table 2 summarizes the architectures of the 

proposed processors. 

The multiply unit in SSL2Mult and the MAC unit in 

SSL2MAC increase the processor area, but on the other 

hand lead to smaller code size.  

Furthermore, these units are power gated in 

applications that do not require them. We need to 

investigate the advantages and disadvantages of adding 

these extra units in sub-threshold circuits.  

In the next section, we analyze the performance and 

energy results of the three discussed processors on two 

benchmarks: FFT and FIR. 

 

 
Fig. 5:  SSL2Mult datapath. 

 

 
 

 
Fig. 6:  SSL2MAC datapath. 

 
 

 
Fig. 7:  4-Tap FIR Filter. 

Results and Discussion 

Benchmark suits are small sized programs derived 

from real applications to evaluate the efficiency of 

processor architectures. SenseBench [29] and 

WiSeNBench [30] are available suits for wireless sensor 

networks and other energy-constrained applications. 

Aside from the benchmarks, well-defined efficiency 

metrics are essential for detailed analysis of processor 

performance. These metrics should be measurable and 

clear in order to be able to evaluate architecture 

efficiencies. Conventionally, energy per instruction and 

clock per instruction (CPI) plus clock frequency are used 

to describe energy consumption and processor 

performance, respectively [7]. However, using these 

parameters, we cannot provide effective comparison 

between RISC and CISC architectures. Therefore, as 

other essential metrics, we need to consider the total 

amount of energy consumed to execute the application 

(energy per data bundle), the total number of cycles to 

execute the application (clock cycles per data bundle), 

and the program size (memory footprint) for an 

appropriate and fair analysis [29]. Table 3 shows the 

composition of our benchmark applications used to 

compare the aforementioned efficiency metrics. 
 

Table 3: Benchmark composition algorithms 
 

Benchmark 
Application 

Comments 

FFT 
16-point Complex-Valued Fast Fourier 
Transform 

FIR 20-Tap FIR Digital Filter 

 

All architecture configurations are synthesized using 

standard synthesis tools and custom libraries, designed 

and characterized with 25 basic cells in different supply 

voltages from 0.25V to 1V in 0.05V steps. Here we 

present the results of experiments on SSL2Mult and 

SSL2MAC in comparison to our baseline processor, SSL2. 

A.  Area 

Table 4 shows the area results for all configurations 

obtained from synthesis tools with the same constraints. 

According to this table, about 1.5-2.6% area overhead 

has been added to the baseline design due to multiply 

and MAC units. 
 

Table 4: Total cell area of different architecture configurations 
all with 512x12 bits memory 
 

Architecture SSL2 SSL2Mult SSL2MAC 

Area(µm2) 242228 244861 248631 

 

B.  Memory Footprint 

The expected memory size of each processor 
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configuration differs for different benchmark 

applications due to ISA modifications. Table V shows the 

memory size categories with their corresponding 

memory reduction results. This table shows that the 

custom instruction, added to SSL2's ISA, affects the 

memory size (code size) only if it is used in the algorithm. 

For example, when FIR is executed on SSL2Mult or 

SSL2MAC, it needs less program memory in comparison 

to the baseline design. Note that for each benchmark the 

required program memory pages are activated and the 

unused pages are power gated. 

According to Table 5, complex instructions reduce the 

data memory access (considering reads as well as writes) 

to 50% and 30% relative to that of SSL2 for both FFT and 

FIR applications, respectively. Table 5 shows that the 

total number of executed instructions for FFT and FIR 

benchmarks in both modified versions are less than that 

of the baseline version; therefore, the total number of 

clock cycles required to execute these benchmarks are 

reduced. As expected, these reductions in memory 

access reduces the memory access power consumption 

and total execution time. 
 

Table 5: Memory size and number of instruction and data memory accesses for each benchmark on different configurations (unit = 
12bits). The values for SSL2Mult and SSL2MAC are reported relative to those of SSL2. 

 
Benchmark FFT FIR 

Architecture 
SSL2 
(base) 

SSL2Mult 
(Relative to 
Base) 

SSL2MAC 
(Relative to 
Base) 

SSL2 (base) 
SSL2Mult 
(Relative to 
Base) 

SSL2MAC 
(Relative to 
Base) 

Memory (unit) 240 0.73 0.73 112 0.57 0.43 
Number of Instruction 
Memory Accesses 

66157 0.08 0.08 47505 0.08 0.06 

Number of Data 
Memory Accesses 

5377 0.52 0.52 4324 0.32 0.29 

 

C.  Performance 

Working frequency for different architectures vs 

supply voltages is shown in Fig. 9. This figure reveals that 

the working frequency is the same for the three 

configurations, that is, the critical path has remained the 

same.  

As mentioned in the previous subsection, the total 

number of clock cycles needed to execute FFT and FIR 

benchmarks were reduced in SSL2Mult and SSL2MAC 

(See Fig. 8).  

This fact, with no change in frequency, implies a 

reduction in total execution time and accordingly an 

improvement in performance. However, as shown in 

Table 6 the required clock cycles per single instruction 

(CPI) has increased due to complex instructions. 

 

 

 
Fig. 8:  Number of clock cycles reduction, in proportion to SSL2, 

for each benchmark running on different configurations. 

 

 
 

Fig. 9:  Working frequency for different architectures vs supply 
voltage. 

 
Table 6: Clock per instruction for each benchmark running on 
different configurations 
 

Benchmark SSL2 SSL2Mult SSL2MAC 

FFT 1.010 1.055 1.055 

FIR 1.039 1.088 1.070 

 

D.  Power and Energy Consumption 

Power consumption is estimated through simulation 

environment and captured VCD files in different supply 

voltages separately. Figures 10a and 10b depict the 

average dynamic and static power consumption, 

respectively, for benchmark applications vs. supply 

voltages. According to Fig. 10a, modified versions of the 

instruction set reduce the amount of dynamic power 

consumption due to memory access reduction (both for 

instruction and data). Core leakage has a direct relation 

with core area, increased with the additional units for 
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the complex instructions, and therefore can increase 

static power consumption. On the other hand, the added 

instruction leads to smaller program memory (smaller 

total area) and then lower static power consumption 

(see Fig. 10b). The total power consumption depicted in 

Fig. 10c shows that adding complex custom instructions 

has improved power efficiency of processor architecture. 

Figure 10c also shows decreasing of the supply voltage 

scales down power consumption for all architectures. 

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 10:  Power consumption for the three architecture 
configurations: (a) Average dynamic power consumption; (b) 
Average static power consumption; (c) Average total power 

consumption. 
 

The Power-Delay product of a processor is known as 

energy consumption and indicates the lifetime of 

battery-powered applications. Dynamic energy 

consumption depends on dynamic power consumption 

and on total execution time. Custom instructions 

improve energy efficiency in FFT and FIR applications 

due to execution time reduction. Figure 11a shows the 

average dynamic energy consumption for each 

configuration vs. supply voltage. Static energy 

consumption depends on total area and total execution 

time of applications. Custom instructions improve both 

total execution time and area, leading to lower static 

energy consumption for FFT and FIR applications. As 

shown in Fig. 11b, decreasing the supply voltage 

increases leakage energy consumption because of delay 

dominant effect. The Total energy consumption of the 

processor is the sum of static and dynamic ingredients 

and is depicted in Fig. 11c for all architectures.  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 11: Energy consumption for the three architecture 
configurations: (a) Average dynamic energy consumption; (b) 
Average static energy consumption; (c) Average total energy 

consumption. 
 

 

Fig. 11: Energy per instruction consumption for different 
architectures vs supply voltages. 

 

This curve has an optimal point with maximum energy 

efficiency known as minimum energy point which is 

located at 0.3V for SSL2 and 0.35V for SSL2Mult and 

SSL2MAC. On the right side of this point, dynamic energy 

is dominant, and on the left side the static part 

dominates. According to the above results, adding 

complex instructions, which are commonly used in 
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applications, reduces energy consumption and improves 

performance and energy efficiency in sub-threshold 

region. The average consumed energy per instruction is 

depicted in Fig. 12. 

E.  Variations Analysis 

Besides performance and power/energy consumption 

of processor, variability is another important factor 

needing to be considered at design time. Variation-

aware design needs careful analysis based on statistical 

static timing analysis (SSTA) to prevent timing error 

occurrence due to process variations [27], [28]. Equation 

(1) depictsthemean(µ)andstandarddeviation(ơ)ofa

normal distribution of a critical path:   

               ∑  

 

   

  

(1) 

              
  ∑  

 

 

   

 

where n denotes the number of gates, and 

                              
                    

(2) 

 

 

We note that the traditional worst-case analysis 

assumption led to                ∑   
 
   , yielding a 

much higher               
 . 

Analyzing the effects of process variations on 

processor specifications is accomplished via Monte-Carlo 

simulations of the critical paths in SPICE environment for 

different supply voltages. Critical path delays are 

randomly assigned and simulated for 1000 iterations and 

the histogram is fitted to normal distribution to get 

mean (µ) and standard deviation (ơ). According to

Figures 13 and 14 these parameters are similar for 

expected architecture configurations with negligible 

difference. Figure 15 depicts the normal distribution of 

critical path for different architectures at 0.45V power 

supply. The results show that adding complex 

instructions does not change the critical path delay and 

so does not worsen the variability status of design 

around minimum working frequency. 

 

 
 

Fig. 2: Average of critical path delays in normal distribution.  

 
Fig. 13: Standard deviation of critical path delays in normal 

distribution.  
 

 

Fig. 14: Normal distribution of critical path for different 
configurations at 0.45V power supply. 

 

SSL2 (Mult) in Many-Core Architectures 

The idea behind many-core architectures is that 

hundreds to thousands small and simple cores run in 

parallel to achieve the desired throughput. In this 

section we propose a new idea: Employing ultra-low 

power processors as simple cores in many-core 

architectures. As discussed before, to reduce static 

energy consumption, designers try to design ultra-low 

power processors in small area. So the simplicity of these 

processors made them as good candidates for the cores 

in many-core architectures. 

To show the efficiency of usage of our proposed 

processor in many-core architectures we select the FFT 

application in LTE standard [33]. According to this 

standard, a 2048-point FFT should be calculated in less 

than 66.6µs [34]. Thus, the desired throughput is 15.02 

Ksymbol/sec and each symbol equals to a 2048-point 

signal. Therefore the many-core structure should provide 

this throughput. In addition to the existing parallelism in 

many-core architectures, if a pipeline structure is used, 

and meanwhile each pipeline stage has delay less than 

66.6µs, then the desired throughput will be achieved. 

Due to the data memory size of SSL2 and SSL2Mult, 
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these processors can execute at most a 32-point 

complex-valued FFT. Therefore, to execute a 2048-point 

FFT, the SSL2 or SSL2Mult cores should run in parallel. 

There are 37 ways that a 2048-point FFT can be 

constructed by 2,4,8,16, and 32-point FFTs. For example, 

assume an eleven-stage pipeline, in each stage 1024 

cores running in parallel and each core executes a 2-

point FFT. After 11 stages, a 2048-point FFT wil be 

calculated. Another example is a three-stage pipeline, in 

each of the first and the second stage there are 256 

cores, each core executes an 8-point FFT and in the third 

stage, there are 64 cores each of which executes a 32-

point FFT. After these three stages a 2048-point FFT will 

be calculated. We use this notation to represent a way: 

nS-mC-k + n'S-m'C-k' + ..., where n denotes the number 

of identical Stages and m is the number of Cores in each 

stage and each core executes a k-ponit FFT. The next 

different stages will be shown after plus symbol with the 

same definition. With this notation, 11S-1024C-2 

represents the first mentioned example and the second 

one is represented by 2S-256C-8 + 1S-64C-32. Another 

example is shown in Fig. 16 and the corresponding 

notation is 1S-1024C-2 + 5S-512C-4. 

 

 
 

Fig. 15: One of the 37 ways that a 2048-point FFT can be 
constructed by 2,4,8,16, and 32-point FFTs. The representing 

notation for this way is 1S-1024C-2 + 5S-512C-4. 
 

Each of the 37 ways has been investigated at 0.25V to 

1.0V voltages. Among the investigated cases, those 

providing the desired throughput (15.02 Ksymbol/sec) 

are valid for us. For each aforementioned way among 

the valid cases, the one consuming the minimum power 

is called a "good case" and has been selected for that 

way. If we use SSL2 cores in a many-core architecture, 

among those 37 ways there will be only 6 good cases. On 

the other hand, if we use SSL2Mult cores instead, there 

will be 37 good cases implying that each of the 37 ways 

provides the desired throughput. Figures 17a and 17b 

show the experimental results of using SSL2 and 

SSL2Mult cores in a many-core architecture for a 2048-

point FFT calculation in LTE standard. The vertical axis in 

the figure shows the required number of cores, and the 

power consumption has been labeled in horizontal axis. 

In Fig. 17a depicting the results of employing SSL2 cores, 

all 6 good cases providing the desired throughput have 

been shown. The points possessing the same throughout 

have been shown by a same marker. Figure 17b shows 

the results of employing SSL2Mult cores. For simplicity, 

only the good cases consuming less than 10mW power 

have been shown. There are 15 points in Fig. 17b. 

According to restrictions, namely, power or area 

(number of cores), the desired architecture can be 

selected. Among the investigated cases, those 

consuming the minimum power and minimum number 

of cores are reported in Table 7. According to this table, 

if the power consumption is the main concern, then the 

usage of SSL2Mult cores may reduce power 

consumption and number of cores down to 94.3% and 

13.6%, respectively; and also if the main concern is the 

required number of cores (area), then employing 

SSL2Mult cores causes 84% and 85.7% reduction in 

power consumption and number of cores, respectively. 

 

 
(a) 

 
(b) 

Fig. 16: Power consumption and needed number of cores for 
employing SSL2(Mult) in many-core architectures to calculate a 
2048-point complex-valued FFT: (a) The cores are SSL2; (b) The 

cores are SSL2Mult. 
 

So far, we have shown that employing SSL2Mult cores 

rather than SSL2 in a many-core architecture can 

improve power and energy efficiency. Now we show the 

results of employing SSL2Mult cores in a many-core 
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architecture and also the other implementations in 

literature, that are designed to calculate a 2048-point 

FFT in LTE standard, in order to compare the power 

consumption and to propose a new idea, namely, sub-

threshold many-core architecture for future researches. 

Note that we are not proposing a many-core 

architecture for calculating FFT in LTE standard. Rather, 

we are suggesting many-core architecture with sub-

threshold cores for parallel applications such as FFTs. We 

also show that, for example, the sub-threshold many-

core architecture can reduce power consumption to 

about 50% or even more to calculate a 2048-point FFT in 

LTE standard; see Table 8. 

 
 

Table7:The experimental results of usage SSL2(Mult) in a many-core architecture to calculate a 2048-point complex-valued FFT 
 

Goal Cores Representing 
Notation of Way 

Number of 
Cores 

Supply Voltage 
(V) 

Throughput 
(Ksymbol/sec) 

Power 
Consumption 
(mW) 

Minimum Power 
Consumption 

SSL2 11S-1024C-2 11264 0.4 17.42 79.35 

SSL2Mult 9S-1024C-2 + 1S-
512C-4 

9728 0.35 22.19 4.47 

Minimum 
Number of Cores 

SSL2 1S-1024C-2 + 5S-
512C-4 

3584 0.6 16.43 477.68 

SSL2Mult 1S-256C-8 + 2S-
128C-16 

512 0.6 22.39 76.36 

 
 

Table8: The Power Consumption Comparison 
 

 Patyk[33] Peng[34] Yang[35] Our Many-Core Architecture 

Technology (nm) 130 180 65 90 
Supply Voltage (V) 1.1 1.8 0.45 0.35 
FFT Size 1024 2048 2048 2048 
Throughput (Msymbol/sec) 140 35 20 0.022 
Power Consumption (mW) 29.8 11.29 8.55 4.47 
Energy Consumption (µJ) 1.09 2.65 0.103 2.01 
Energy Consumption (nJ) / FFT Size 1.07 1.29 0.050 0.98 

 

Conclusion 
Due to advances in technology and the importance of 

power consumption, specially in energy constrained 

applications, it is necessary to make appropriate 

considerations in design time. In this work, we compared 

available ultra-low-power processors and selected the 

one with lower energy per instruction as our base and 

made some modifications in processor pipeline to 

achieve lower power consumption with higher 

throughput. Afterwards, based on our benchmark 

composition, we made two modified versions by adding 

two different custom complex instructions (Multiply and 

Multiply-Accumulate) as new candidates. These 

modifications increased the core area in one hand and 

also yielded smaller memory footprint for the code. In 

future deep sub-micron technologies, especially in sub-

threshold region, due to the dominance of leakage, area 

efficiency implies energy efficiency. Higher density 

programs and smaller memory sizes improve 

performance and energy consumption simultaneously. 

Summary and analysis of results show that adding 

complex custom instructions to processor architecture 

and keeping the frequency constant will improve 

performance as well as energy efficiency of design 

without intensifying variation effects. 

The results show that adding complex instructions in 

SSL2MAC reduce the program memory size and data 

memory access about 42% and 60% in average, 

respectively, relative to the baseline processor. The 

improvements in total execution time and power 

consumption, leads to 95% lower energy consumption in 

average.  

Moreover, in the proposed processor, SSL2MAC, 

which, to the best of our knowledge, is the first sub-

threshold DSP processor, the minimum energy per 

instruction has been improved about 29% in average 

compared to the baseline processor. 

These improvements in power and energy 

consumption in conjunction with our proposed 

processors' simplicity led us to employ them as simple 

cores in a many-core architecture. Therefore, in addition 

to consuming less power, the performance reduction in 

sub-threshold circuits will be compensated. The results 

show that to calculate a 2048-point complex-valued FFT 

in LTE standard, the usage of SSL2Mult cores instead of 

SSL2 in a many-core architecture made 94% and 14% 

reduction in power consumption and number of cores, 

respectively.  



B. Soltani-Faraniet al. 

82 
 

Author Contributions 

B. Soltani, H. Dorosti, and M. E. Salehi designed the 

experiments with the guidance of S. M. Fakhraie. B. 

Soltani collected the data with the help of H. Dorosti 

through proper simulations, and data analysis is carried 

out by B. Soltani and H. Dorosti. Finally B. Soltani,H. 

Dorosti, and M. E. Salehi interpreted the results and 

wrote the manuscript. 

Acknowledgment 

The authors would like to thank Alireza. Mazraee for 

developing sub-threshold library cells. 

Conflict of Interest 

Authors declare that there is no conflict of interests 

regarding the publication of this manuscript. In addition, 

the ethical issues, including plagiarism, informed 

consent, misconduct, data fabrication and/or 

falsification, double publication and/or submission, and 

redundancy have been completely observed by the 

authors. 

Abbreviations  

DSP Digital Signal Processor 

ISA Insctruction Set Architecture 

FFT Fast Fourier Transform 

LTE Long-Term Evolution 

FIR Finite Impulse Response 

RFID Radio Frequency Identification 

OFDM Orthogonal Frequency-Division Multiplexing 

ALU Arithmetic and Logic Unit 

MAC Multiply and Accumulate 

RISC Reduced Instruction Set Computer 

CISC Complex Instruction Set Computer 

CPI Clock Per Instruction 

MIPS Million Instruction Per Second 

MULT Multiply 

VCD Value Change Dump 
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