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Background and Objectives: Intrusion Detection Systems (IDS) are crucial for 
safeguarding computer networks. However, they face challenges such as detecting 
subtle intrusions and novel attack patterns. While signature-based and anomaly-
based IDS have been widely used, hybrid approaches offer a promising solution by 
combining their strengths. This study aims to develop a robust hybrid IDS that 
effectively addresses these challenges. 
Methods: We propose a three-layered hybrid IDS that leverages machine learning 
techniques. The first layer utilizes a signature-based approach to identify known 
intrusions. The second layer employs an anomaly-based approach with 
unsupervised learning to detect unknown intrusions. The third layer utilizes 
supervised learning to classify intrusions based on training data. We evaluated the 
proposed system on the NSL-KDD dataset. 
Results: Experimental results demonstrate the effectiveness of our proposed 
hybrid IDS in accurately detecting intrusions. Comparisons with recent studies 
using the same dataset show that our system outperforms existing approaches in 
terms of detection accuracy and robustness. 
Conclusion: Our research presents a novel hybrid IDS that effectively addresses 
the limitations of traditional IDS methods. By combining signature-based, 
anomaly-based, and supervised learning techniques, our system can accurately 
detect both known and unknown intrusions. The promising results obtained from 
our experiments highlight the potential of this approach in enhancing network 
security. 
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Introduction 

The widespread adoption of the internet has led to a 

significant increase in data exchange between diverse 

devices. Ensuring secure communication among these 

devices is paramount, making network security a critical 

research area in today's interconnected world. Intrusion 

Detection Systems (IDSs) play a vital role in bolstering 

network security, often employed in conjunction with 

other protective measures such as firewalls and access 

control mechanisms [1]. Intrusion Detection Systems are 

designed to safeguard critical resources by actively 

monitoring network traffic and system events for any 

signs of unauthorized access. Intruders employ a diverse 

range of tactics, including [2]: 

 Denial of Service (DoS) attacks: These attacks aim to 

overwhelm a system with excessive traffic, making 

it unavailable to legitimate users. 

 Remote-to-Local (R2L) attacks: These attacks exploit 

vulnerabilities to gain unauthorized access to a 

system from a remote location. 

 User-to-Root (U2R) attacks: These attacks enable 

attackers to gain root-level privileges on a system by 

exploiting vulnerabilities in user accounts. 

 Probing attacks: These attacks involve scanning 
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systems for vulnerabilities that can be later 

exploited for malicious purposes. 

Furthermore, intruders constantly develop new and 

sophisticated techniques to breach system defenses, 

making it crucial for IDSs to adapt and evolve. 

The performance of an IDS is analyzed by creating a 

specialized dataset comprising network traffic features to 

capture and learn attack patterns. Intrusion detection is 

framed as a classification problem, where various 

Machine Learning and Data Mining techniques are 

applied to categorize network data into normal and 

malicious traffic. The dataset includes both normal and 

anomalous network traffic, providing the classifier with 

sufficient examples to identify and differentiate between 

these patterns effectively [3].  

However, some intrusion samples are almost identical 

to normal samples, leading to false positives where IDS 

mistakenly classify normal traffic as attacks [4]. To 

address this issue, researchers often incorporate 

signature-based methods into their system design. The 

signature-based method relies on a database of known 

attack signatures, comparing these signatures with 

incoming samples to identify intrusions [5]. 

Another significant challenge in designing an IDS is 

detecting intrusions that have no prior examples in the 

training data. To tackle this, researchers employ anomaly-

based methods. This approach involves detecting 

abnormal patterns by monitoring data for deviations from 

expected behavior. Any significant deviation is flagged as 

an intrusion [6]. Algorithms utilizing anomaly-based 

methods can be further divided into supervised and 

unsupervised learning techniques [7]. Supervised learning 

algorithms require labeled training data, while 

unsupervised learning algorithms do not, allowing them 

to identify new types of intrusions without prior 

examples. 

These challenges can be simultaneously addressed 

using hybrid approaches that combine signature-based 

and anomaly-based methods. To maximize the 

effectiveness of hybrid IDS, attention should be paid to 

two critical points: 

Comprehensive Detection: Hybrid systems should be 

capable of detecting all types of attacks, including those 

with training samples (known attacks), those without 

training samples (unknown attacks), and those that 

closely resemble normal samples. 

Sequence of Methods: The order in which signature-

based and anomaly-based methods are applied is crucial 

and can significantly affect the system's accuracy. For 

instance, if an anomaly-based algorithm is applied first, it 

might fail to detect intrusions that are very similar to 

normal traffic, leading to false negatives. Conversely, 

applying a signature-based method first can help filter out 

known attacks, allowing the anomaly-based method to 

focus on detecting unknown and subtle deviations. 

While implementing hybrid methods increases 

temporal complexity, this approach effectively addresses 

the outlined challenges and enhances overall system 

performance. 

This study proposes a hybrid intrusion detection 

system with three detection layers to address the 

mentioned challenges effectively. Machine learning 

methods are applied throughout the system. The first 

detection layer employs heuristic rules, a signature-based 

approach, to tackle the challenge of intrusions that closely 

resemble normal samples. The second layer uses a 

genetic algorithm-based clustering method, an anomaly-

based approach, to detect unknown attacks. In the third 

detection layer, a Back Propagation Neural Network 

(BPNN) classification is utilized to distinguish known 

attacks from normal samples [8].  

The innovation of the proposed IDS lies in the 

integration of both supervised and unsupervised learning 

algorithms alongside a signature-based approach, 

enhancing its capability to detect a wide range of 

intrusions. Experiments conducted on the NSL-KDD 

dataset demonstrate the efficiency of the proposed IDS, 

showing superior performance compared to other 

methods using the same dataset. 

The remainder of this paper is organized as follows: 

First, we provide a brief review of recent hybrid 

approaches for IDS similar to our research. Next, we 

describe the proposed method, outlining the main idea 

and the proposed algorithms. Then, we introduce the 

dataset used and present experimental results 

demonstrating the efficiency of our method. Finally, we 

conclude the paper. 

Related Studies 

Many researchers have developed intrusion detection 

systems using signature-based, anomaly-based, or hybrid 

approaches, each aiming to improve the efficiency of their 

system by leveraging the strengths of these methods. This 

section reviews some recent studies in this area. 

In [7], scholars presented a fuzzy semi-supervised 

learning (FSSL) method. This approach categorizes an 

unlabeled training dataset into three fuzzy groups: low, 

medium, and high, using a neural network classifier. The 

"low" and "high" fuzzy groups are then combined with a 

labeled training dataset to form a new training dataset, 

which is subsequently used to train a neural network. This 

method enhances the classification efficiency in IDS. The 

use of a semi-supervised learning method makes it 

suitable for detecting unknown intrusions; however, it is 

less effective in detecting attacks that are very similar to 

normal samples. 

In [9], researchers proposed a two-layered hybrid 

approach. The first layer employs a novel intrusion 

detection method based on changing cluster centers of 

samples. The second layer uses the K-Nearest Neighbors 
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(KNN) algorithm to implement two different detection 

modules for anomaly and signature-based detection. The 

second layer's modules reduce the rates of false positives 

and false negatives from the first detection module. Their 

experiments show that this method effectively identifies 

both known and unknown attacks with a high detection 

rate and low false positive rate, although it struggles with 

detecting intrusions similar to normal samples. 

In [10], a hybrid approach called Hierarchical Filtration 

of Anomalies (HFA) was introduced. This method first 

uses a decision tree to separate normal and attack 

samples. Next, the detected normal samples are re-

evaluated by a random forest algorithm, while the 

detected attack samples are rechecked by the KNN 

algorithm. Samples classified as normal by KNN are sent 

back to the random forest for final consideration. This 

method is effective for detecting known attacks but not 

for unknown intrusions due to its reliance on supervised 

algorithms. 

Authors in [11] introduced a hybrid IDS based on 

Artificial Bee Colony (ABC) and Artificial Fish Swarm (AFS) 

algorithms. Their method preprocesses the training data 

and divides them into clusters using Fuzzy C-Means 

Clustering. An initial population is generated for each 

training subset, and irrelevant features are omitted using 

Correlation-based Feature Selection (CFS). Trustworthy 

and straightforward rules are then produced to detect 

normal and abnormal activities for each subset, which are 

combined to create the final rules. The ABC-AFS hybrid 

algorithm is trained on these rules, and a test dataset is 

used to evaluate system efficiency. However, this 

method's effectiveness depends heavily on the training 

dataset, making it less effective for detecting attacks 

without training samples. 

In [12], a multi-level hybrid IDS using Support Vector 

Machine (SVM) and extreme learning machine was 

proposed. The method applies the K-means algorithm to 

create a modified training dataset and employs an 

anomaly-based approach. Their results indicate limited 

success in detecting attacks that closely resemble normal 

samples. Another study, [13], proposed a deep learning-

based IDS using Recurrent Neural Networks (RNN-IDS). 

RNNs can retain previous information and apply it to the 

current output, making them effective for supervised 

classification. This method outperforms traditional 

learning methods like decision trees, SVM, and neural 

networks but lacks a solution for detecting unknown 

intrusions. 

In [14], a fuzziness-based semi-supervised learning 

approach via ensemble learning (FSSL-EL) was applied in 

a framework for IDS. This framework learns from labeled 

data and analyzes unlabeled and noisy data using a 

fuzziness-based method. The results of the supervised 

and unsupervised parts are then combined via an 

ensemble system. A recently published study, [15], 

proposed an IDS (TSE-IDS) based on hybrid feature 

selection and two-level classifier ensembles. This method 

uses particle swarm optimization, the ant colony 

algorithm, and a genetic algorithm in the feature selection 

phase, and rotation forest and bagging in the classifier 

ensembles stage. The intrusion detection method is 

anomaly-based, but no specific solution is provided for 

similar normal intrusions. 

In [16], a Deep Convolutional Neural Network (DCNN) 

model was used for anomaly detection. The model 

includes an input layer, three convolution and sub-

sampling pairs, three fully connected layers, and an 

output layer with a single sigmoid unit. This research 

explores the suitability of deep learning approaches for 

IDS but does not address detecting intrusions similar to 

normal samples. Another research combines multiple 

learners to create an ensemble learner called Decision 

Tree Bagging Ensemble (DTBE) [17]. DTBE first identifies 

anomalies and then classifies attacks. This method also 

lacks a specified solution for detecting similar normal 

intrusions. 

In ICVAE-DNN [18], an intrusion detection model is 

proposed by integrating an Improved Conditional 

Variational Autoencoder (ICVAE) with a Deep Neural 

Network (DNN). This model aims to learn and uncover 

sparse representations between network data features 

and their corresponding classes. The trained ICVAE 

decoder generates new attack samples based on specified 

intrusion categories, effectively balancing the training 

dataset and enhancing the diversity of training samples. 

This process improves the detection rate of unbalanced 

attacks. 

In a recent work [19], a hybrid intrusion detection 

system is proposed. This system leverages the CFS-DE 

feature selection algorithm for dimensionality reduction 

and selects an optimal subset of features for improved 

classification. This system achieves good accuracy by 

leveraging a diverse set of feature categories during the 

selection process. It utilizes the CFS-DE algorithm for 

feature selection. 

In [20], an intrusion detection system called IGAN-IDS 

has been developed to address the challenge of 

unbalanced class intrusion detection using samples 

generated by IGAN (Improved Generative Adversarial 

Network). The system is composed of three main 

modules: feature extraction, IGAN, and a deep neural 

network (DNN). Initially, a feed-forward neural network is 

employed to transform raw network features into feature 

vectors, which serve as the input for the IGAN module. 

IGAN then generates synthetic samples to balance the 

dataset. Finally, a DNN, incorporating convolutional layers 

and fully connected layers, is utilized for the final 

intrusion detection, leveraging both the original and the 

IGAN-generated samples to improve detection accuracy 

and robustness against class imbalance. 
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The I-SiamIDS is a two-layer IDS designed for detecting 

intrusions in unbalanced datasets. This model addresses 

class imbalance by identifying majority and minority 

classes at the algorithm level [21]. The first layer employs 

an ensemble of binary extreme Gradient Boosting, 

Siamese Neural Network and Deep Neural Network to 

hierarchically filter input samples and detect potential 

attacks. Detected attacks are then passed to the second 

layer, where a multi-class extreme Gradient Boosting 

classifier further classifies these attacks into specific 

categories.  

CNN-BiLSTM [22] introduces an IDS designed to 

address class imbalance by combining One-Side Selection 

with the Synthetic Minority Over-sampling Technique. 

This hybrid sampling approach enhances model 

performance by reducing noise in the majority class and 

increasing the representation of minority class samples. 

The proposed model leverages Convolutional Neural 

Networks for spatial feature extraction and Bidirectional 

Long Short-Term Memory networks for temporal feature 

extraction. Experimental results on the KDDTest+ dataset 

demonstrate an accuracy of 83.58%. 

Research [23] introduces an intrusion detection 

method that addresses class imbalance by employing the 

Adaptive Synthetic Sampling algorithm. To enhance 

feature extraction and mitigate the impact of redundant 

information, the model incorporates an improved 

Convolutional Neural Network based on the Split 

Convolution Module. This combined approach, termed 

AS-CNN, is evaluated using the standard NSL-KDD dataset 

to assess its effectiveness in detecting network intrusions. 

BAT-MC [24] presents a two-stage deep learning 

anomaly detection model that integrates Bidirectional 

Long Short-Term Memory (BLSTM) networks with an 

attention mechanism. The attention mechanism 

effectively prioritizes critical network flow vectors 

generated by the BLSTM, enabling the model to focus on 

essential features for precise classification. BAT-MC 

incorporates convolutional layers alongside BLSTM to 

capture both spatial and temporal characteristics in 

network traffic. This end-to-end approach eliminates the 

need for manual feature engineering, allowing the model 

to automatically learn hierarchical features. Experimental 

results on the KDDTest+ dataset demonstrate an accuracy 

of 84.25%. 

Another study [25] proposed a multi-layered approach 

utilizing k-nearest neighbors (KNN), hyper-learning 

machines, and hierarchical hyper-learning machines. This 

work explores the application of Software-Defined 

Networking (SDN) to mitigate the false positive rate in 

DoS attack detection systems. The proposed approach 

combines flow-based and packet-based analysis 

techniques. Experimental evaluation on the NSL-KDD 

dataset achieved accuracy of 84.29% on the KDDTest+ 

subset. 

In [26], an Intrusion Detection System (IDS) named 

DSN was proposed, utilizing a Deep Stacking Network that 

integrates multiple base classifiers, including decision 

trees, k-nearest neighbors, deep neural networks, and 

random forests. The study focuses on the NSL-KDD 

dataset, with experimental results demonstrating an 

accuracy of 86.8%. 

Recent research [27] explores network intrusion 

detection by evaluating the performance of various 

classification techniques, including Decision Tree, 

Random Forest, Logistic Regression, and K-Nearest 

Neighbor, on the NSL-KDD dataset. Adopting the CRISP-

DM methodology, the study aims to identify and analyze 

anomalous patterns in network traffic. Among the 

approaches, the Decision Tree demonstrated the highest 

performance, achieving complete accuracy on the 

KDDTrain+ dataset and 80% accuracy on the KDDTest+ 

dataset. 

[28], a recent study, investigates the effectiveness of 

various shallow machine learning algorithms, including 

Random Forest, Decision Tree, Gaussian Naïve Bayes, 

Support Vector Machine, K-Nearest Neighbor, Gradient 

Boosting, AdaBoost, and Linear Discriminant Analysis, for 

intrusion detection. This research leverages the NSL-KDD 

dataset and applies feature selection techniques, such as 

SelectKBest and Correlation Feature Selection, to 

enhance model performance. Among the evaluated 

algorithms, Gradient Boosting achieved the highest 

accuracy, with 86% in binary classification tasks. 

As mentioned earlier, it is crucial that the algorithms 

are effective in real-world applications and exhibit high 

performance [17]. A key limitation of many IDSs is their 

difficulty in detecting unknown attacks and those that 

closely resemble normal traffic. These limitations 

significantly reduce both the efficiency and accuracy of 

such systems. Our proposed method addresses these 

challenges to improve detection accuracy, and is 

therefore evaluated using the widely recognized and 

realistic NSL-KDD dataset. Our system uniquely integrates 

signature-based detection, genetic algorithm-based 

clustering, and backpropagation neural networks within a 

novel three-layered architecture. Experimental results 

demonstrate that this approach achieves higher 

detection accuracy compared to other methods 

evaluated on the same dataset. 

Proposed Algorithm 

The proposed algorithm comprises two main 

processes: (1) Clustering and Classification Learning 

Process Using the Training Dataset, (2) Diagnosis and 

Separation of Attacks from Normal Samples in the 

Experimental Dataset. Fig. 1 illustrates the mechanism of 

the proposed intrusion detection system.  
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Fig. 1: Proposed intrusion detection system. 
 

The algorithm begins by performing mapping and pre-

processing operations on the training and testing 

datasets. The mapping algorithm involves two processes:  

1. Converting discrete feature data to continuous values. 

2. Normalizing all values to numbers between zero and 

one. 

For more details on mapping and pre-processing 

operations, refer to [12]. Next, the training set data is sent 

to both the genetic-based clustering algorithm and the 

Back Propagation Neural Network (BPNN) classification 

algorithm. The genetic-based clustering algorithm divides 

the data into abnormal and normal subsets and sends 

these cluster centers to the second diagnostic layer. The 

BPNN classification algorithm is also trained using this 

data, and the resulting model is sent to the third 

diagnostic layer. 

In the subsequent phase, each sample in the testing set 

is processed through all three detection layers for 

labeling. These three layers utilize detection methods 

based on heuristic rules, genetic-based clustering, and 

BPNN classification. Each layer examines the testing 

samples, and if an anomaly is detected, the sample is 

labeled as an attack. If none of the layers detect the 

sample as abnormal, it is labeled as normal. This process 

continues until all the testing data are labeled. The three 

detection layers are described as follows: 

First Detection Layer: Heuristic Rules 

This layer uses a signature-based detection approach 

with heuristic rules to identify intrusions that closely 

resemble normal samples. 

Second Detection Layer: Genetic-Based Clustering 

This layer employs a genetic algorithm-based 

clustering method to detect unknown attacks by 

identifying anomalies. 

Third Detection Layer: BPNN Classification 

This layer uses a Back Propagation Neural Network 

(BPNN) to classify known attacks and normal samples, 

providing a final decision on the sample's status. 

By integrating these layers, the proposed algorithm 

addresses the challenges of detecting both known and 

unknown attacks, as well as intrusions that closely 

resemble normal behavior. This layered approach 

enhances the overall accuracy and efficiency of the 

intrusion detection system. 

A.  First Detection Layer Based on Heuristic Laws 

Many attacks of the Remote to Local (R2L) type exhibit 

significant similarities with normal samples, making them 

difficult for classifiers to accurately diagnose. To address 

this challenge, we implement a detection layer based on 

heuristic rules. In an intrusion detection system, the 

expertise of a professional on signature attacks can be 

translated into heuristic rules in the form of "if-then" 

statements [4]. By examining the behavior and signature 

of an attack, we can formulate these rules. 

For instance, heuristic rules can effectively detect 

Guess-password and Warezmaster attacks, which are 

types of R2L attacks [29]. In Guess-password attacks, the 

intruder repeatedly attempts different passwords to gain 

access. If a user fails multiple login attempts in a network 

event and either succeeds or fails in logging in, such 

patterns can indicate an attack. Therefore, in datasets 

where the number of failed logins is recorded in the num-

failed-logins attribute and the login status in the logged-

in attribute, we can create a heuristic rule based on these 

attributes.  

Warezmaster attacks occur when a file server 

mistakenly grants write permissions to guest users. 

During such an attack, an intruder accesses the server 

using a guest account, creates a hidden folder, and 

uploads files that can later be downloaded by other 

users [30]. Heuristic rules can be formulated to detect 

such activity. The algorithm for this detection layer is 

illustrated in Fig. 2. 

This detection layer uses two heuristic rules: 

Heuristic Rule 1: If the number of login failures exceeds 

one and the user fails to log in, the input sample is 

detected as an attack. 
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Heuristic Rule 2: If the protocol is TCP and the service 

type is FTP or FTP-DATA, the input sample is detected as 

an attack if either of the following conditions is true: 

 The connection time length and the number of 

bytes sent are greater than zero, and the number of 

bytes received is zero. 

 The guest user has created one or more folders or 

files in the source. 
 

 
Fig. 2: The algorithm of the first detection layer based on 

heuristic rules. 
 

These heuristic rules leverage specific attributes and 

behaviors to distinguish between normal and malicious 

activities effectively. This layer's ability to detect subtle 

patterns characteristic of R2L attacks enhances the 

overall accuracy of the intrusion detection system. 

B.  Second Detection Layer Based on Genetic Algorithm 
Clustering 

The first detection layer uses heuristic rules to identify 

several known intrusions, but some intrusions are not 

detected at this stage. These include both known and 

unknown intrusions. One of the major challenges of 

Intrusion Detection Systems (IDSs) is detecting unknown 

intrusions for which no training examples exist. To 

address this challenge, a clustering technique can be used 

to identify unknown attacks. Various clustering 

algorithms, such as the K-means algorithm and genetic 

algorithms, have been developed for this purpose. 

Researchers in [31] utilized a genetic algorithm in their 

IDS, demonstrating its efficiency over the K-means 

algorithm based on their results. We have also employed 

a genetic algorithm in our proposed IDS. 

The genetic algorithm is an adaptive and meta-

heuristic optimization technique based on the principle of 

survival of the fittest [32]. In such algorithms, all 

individuals compete within a generation to acquire 

resources, and the most successful ones are allowed to 

produce offspring. Iterations of this approach yield 

progressively better results with each generation. In this 

population-based search method, each sample is 

represented as a chromosome. Chromosomes can be 

encoded in various forms, including binary, tree 

structures, permutations, and real values [31]. In our 

proposed IDS, we use real values for representation. Each 

generation consists of ten chromosomes, each containing 

two genes, with each gene comprising 41 alleles. In the 

proposed algorithm, genes represent the centers of 

clusters, and alleles denote the characteristics of each 

center. The initial population is randomly selected from 

the training dataset, and the quality of each chromosome 

is evaluated using a proposed fitness function, as shown 

in Fig. 3. This function helps select the most appropriate 

chromosomes to produce offspring for the next 

generation. 
 

 
Fig. 3: The algorithm of the fitness function of genetic 

clustering, 

 

In this algorithm, one gene on the input chromosome 

is randomly selected as the center of the normal cluster, 

and another gene is selected as the center of the 

abnormal cluster. Then, all samples in the training dataset 

are labeled based on their Euclidean distance to one of 

the cluster centers, resulting in two clusters: normal and 

abnormal. After clustering, new cluster centers are 

determined using the mean values of the samples within 

each cluster. Intra-cluster and inter-cluster distances are 

then calculated as follows: 

Intra-Cluster Distance: For each cluster, the Euclidean 

distance of all samples from the new cluster center is 

calculated. This value represents the distance within the 

cluster. 

Inter-Cluster Distance: The Euclidean distance 

between the two new cluster centers is calculated, and a 

new point is defined at the midpoint of this distance. The 

Euclidean distance of all samples from this midpoint is 

then calculated. This value represents the inter-cluster 

distance. 

The fitness function output is higher when the intra-

cluster distance is minimized and the inter-cluster 

distance is maximized. After determining the fitness of all 

chromosomes, five chromosomes are selected using the 

Tournament Selection Method. Recombination (at a rate 
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of 0.8) and mutation (at a rate of 0.01) are performed on 

them to produce new chromosomes. These new 

chromosomes are combined with half of the previous 

generation to form a new generation, and the evaluation 

process begins again using the fitness function. After 15 

generations, the algorithm converges, and in the final 

generation, the genes of the best chromosomes are 

considered the centers of the normal and abnormal 

clusters. These cluster centers are then sent to the second 

diagnostic layer, where the detection layer labels the 

experimental input samples based on these clusters. The 

algorithm for the second recognition layer is shown in Fig. 

4. 
 

 
Fig. 4: The algorithm of the second detection layer based on 

clustering. 
 

In this detection layer, if the input test sample is closer 

to the center of the abnormal cluster than to the center 

of the normal cluster, it is labeled as abnormal. This 

clustering-based approach allows for the identification of 

unknown intrusions by leveraging the patterns and 

characteristics inherent in the data. 

C.  The Third Detection Layer Based on Back Propagation 
Neural Network 

While the first and second detection layers address 

known and clustered attacks, some attacks may still 

evade detection due to their similarity to normal samples. 

To address this challenge and enhance the Intrusion 

Detection System's (IDS) accuracy, a Back Propagation 

Neural Network (BPNN) classifier is employed in the third 

detection layer. The BPNN is a feed-forward neural 

network used for supervised learning in various 

applications such as pattern recognition and image 

processing [8].  

The BPNN consists of multiple layers: an input layer, 

one or more hidden layers, and an output layer. Each 

layer comprises nodes connected by activation functions, 

such as hyperbolic tangent or sigmoid functions. During 

the learning process, the network's settings and 

connection weights are initially established. For each 

training sample, a forward calculation is performed from 

the input layer through the hidden layers to the output 

layer. A backward calculation follows to correct errors and 

adjust connection weights. This iterative process enables 

the network to learn the training samples and recognize 

unknown patterns effectively. BPNNs have demonstrated 

high detection rates compared to other neural network 

techniques [33]. 

In the proposed IDS, the BPNN classifier is trained using 

the training dataset. The trained model is then deployed 

in the third detection layer, where it examines the input 

experimental samples. If an intrusion is detected, the 

BPNN classifier labels it accordingly. The algorithm of the 

third detection layer based on the BPNN is illustrated in 

Fig. 5. 
 

 
Fig. 5: The algorithm of the third detection layer based on 

BPNN classification. 

 

The third detection layer's algorithm includes the 

following steps: 

Training the BPNN Classifier: 

 The classifier is trained using the training dataset. 

 Network settings and connection weights are 

established. 

 Forward and backward calculations are performed 

iteratively to minimize errors and adjust weights. 

Deploying the Trained Model: 

 The trained BPNN model is sent to the third 

detection layer. 

 The layer uses the trained model to classify input 

experimental samples. 

Intrusion Detection: 

 The BPNN classifier examines each input sample. 

 If the sample is classified as an intrusion, it is labeled 

as such. 

By incorporating the BPNN classifier in the third 

detection layer, the IDS can effectively identify intrusions 

with feature values similar to normal samples, thereby 

increasing overall detection accuracy. This 

comprehensive multi-layer approach ensures robust 

detection of both known and unknown intrusions, 

leveraging the strengths of heuristic rules, genetic 

algorithm clustering, and supervised learning. 

Experiments and Results 

Researchers utilize various datasets to demonstrate 

the efficiency of their intrusion detection systems. 

Evaluating an algorithm with real data is crucial as it 

reflects the algorithm's practical applicability and 

robustness [17]. In this study, we evaluated the proposed 
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algorithm using the real-world and widely utilized NSL-

KDD dataset. This section discusses the employed 

dataset, the evaluation methodology of the proposed 

method, and the experimental results. The proposed 

algorithms were implemented in MATLAB and executed 

on a computer equipped with an Intel Core i5 CPU, 

featuring 4 cores at 2.2 GHz, and 4 GB of RAM. 

D.  Data Set 

The initial event for developing an intrusion detection 

system took place in 1998, supported by the DARPA 

organization [3]. During this event, a cyber-attack 

scenario was simulated at the Air Force Base. This 

simulation was repeated in 1999 with enhancements by 

the Computer Security Association [2]. Over seven weeks, 

raw network TCP/IP data was collected. However, for this 

data to be useful in learning algorithms, feature 

extraction was necessary. A team of researchers [3] won 

the KDD International Knowledge Discovery and Data 

Mining Tools Competition by presenting a feature 

extraction method for this raw data set, resulting in the 

creation of the KDDCUP99 data set. This data set has since 

become a widely used benchmark in intrusion detection 

research [7]. In [30], researchers identified several 

shortcomings in the KDDCUP99 dataset using statistical 

methods, which significantly impacted system evaluation 

performance. To address these issues, they proposed an 

improved dataset known as NSL-KDD, which allows for 

better comparison of different intrusion detection 

models. 

The NSL-KDD data set maintains the 41 features of the 

KDDCUP99 data set, and the class labels remain the same. 

The characteristics of each instance and their details are 

listed in Table 1 [34]. 

Most features in the data set have continuous values 

between 0 and 1, but some are symbolic. Attributes such 

as land, logged_in, is_host_login, and is_guest_login have 

values of 0 or 1 and can be treated as continuous 

properties. The protocol attribute has 3 values, the 

service attribute has 66 values, and the flag attribute has 

11 distinct values that can be converted to continuous 

values using various methods [12]. Each instance's class 

determines whether it is normal or an attack. There are 

several types of attacks in the NSL-KDD database, detailed 

and classified in Table 2 [7]. 

The NSL-KDD dataset comprises four subsets: 

KDDTrain+, KDDTrain+_20%, KDDTest+, and KDDTest-21. 

The KDDTrain+ and KDDTrain+_20% datasets are used to 

train learning algorithms, while the KDDTest+ and 

KDDTest-21 datasets are used to evaluate the 

performance of intrusion detection algorithms. The 

training dataset samples are categorized as either normal 

or known attacks. In contrast, the test dataset includes 

both known attacks and types of attacks absent in the 

training dataset, considered unknown intrusions in IDSs. 

The number of samples for each type in each dataset is 

shown in Table 3. 
 

Table 1: Description of input sample features [34] 
 

No. 
Feature 

Category 
Feature Name Data Type 

1 
Basic 

Features 
duration Continuous 

2  protocol_type Symbolic 
3  service Symbolic 
4  flag Symbolic 
5  src_bytes Continuous 
6  dst_bytes Continuous 
7  land Symbolic 
8  wrong_fragment Continuous 
9  urgent Continuous 

10 
Content 
Features 

hot Continuous 

11  num_failed_logins Continuous 
12  logged_in Symbolic 
13  num_compromised Continuous 
14  root_shell Continuous 
15  su_attempted Continuous 
16  num_root Continuous 
17  num_file_creations Continuous 
18  num_shells Continuous 
19  num_access_files Continuous 
20  num_outbound_cmds Continuous 
21  is_host_login Symbolic 
22  is_guest_login Symbolic 

23 
Traffic 

Features 
count Continuous 

24  srv_count Continuous 
25  serror_rate Continuous 
26  srv_serror_rate Continuous 
27  rerror_rate Continuous 
28  srv_rerror_rate Continuous 
29  same_srv_rate Continuous 
30  diff_srv_rate Continuous 
31  srv_diff_host_rate Continuous 

32 
Host-based 

Features 
dst_host_count Continuous 

33  dst_host_srv_count Continuous 
34  dst_host_same_srv_rate Continuous 
35  dst_host_diff_srv_rate Continuous 
36  dst_host_same_src_port_rate Continuous 
37  dst_host_srv_diff_host_rate Continuous 
38  dst_host_serror_rate Continuous 
39  dst_host_srv_serror_rate Continuous 
40  dst_host_rerror_rate Continuous 
41  dst_host_srv_rerror_rate Continuous 

 
Table 2: Details of attacks type [7] 

 
DoS U2R R2L PROBE 

Back Perl FTP write IP sweep 

Ping of 
Death 

Buffer 
Overflow 

Guess 
password NMAP 

Smurf Load module IMAP Port sweep 

Land Rootkit Multi HOP Satan 

Teardrop  Phf  

  SPY  

  Wareclient  

  Warezmaster  
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Table 3: Details of NSL-KDD subsets 
 

Subsets 
#Normal 

data 
#Known 
attack 

#Unknown 
attack 

Total 

KDDTrain+ 
67343 
53% 

58630 
47% 

0 125973 

KDDTrain+_20% 
13449 
53% 

11743 
47% 

0 25192 

KDDTest+ 
9711 
43% 

9083 
40% 

3750 
17% 

22544 

KDDTest-21 
2152 
18% 

5958 
50% 

3740 
32% 

11850 

 

According to Table 3, the total number of training 

samples in KDDTrain+ is approximately five times that of 

KDDTrain+_20%. Utilizing the KDDTrain+ dataset 

increases the accuracy of learning algorithms, whereas 

using the KDDTrain+_20% dataset increases the speed of 

learning algorithms. Additionally, the total number of 

samples in the KDDTest-21 collection is about half of 

those in the KDDTest+ collection, but the number of 

unknown attacks in both is equal. Therefore, achieving 

high detection accuracy in an IDS that uses the KDDTest-

21 dataset for evaluation is more challenging. 

E.  Evaluation Criteria 

Four states of detection occur for an event in the 

process of intrusion detection: 

True Positive (TP): The input sample is correctly 

identified as an intrusion at the end of the detection 

process. 

True Negative (TN): The input sample is correctly 

identified as normal at the end of the detection process. 

False Positive (FP): The input sample is actually normal 

but is incorrectly identified as an intrusion at the end of 

the detection process. 

False Negative (FN): The input sample is actually an 

intrusion but is incorrectly identified as normal at the end 

of the detection process. 

These four measures (TP, TN, FP, FN) are crucial for 

evaluating and calculating the accuracy and efficiency of 

an Intrusion Detection System (IDS). Important criteria for 

evaluating intrusion detection systems based on these 

detection modes are defined as follows [12]: 

Accuracy (ACC): This metric represents the percentage 

of correctly labeled samples out of the total samples, as 

shown in (1): 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

              

(1) 

Detection Rate (DR): This metric represents the 

percentage of correctly identified abnormal samples out 

of the total number of abnormal samples, as shown in (2): 

𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

                

(2) 

False Positive Rate (FPR):  This metric represents the 

percentage of incorrectly identified normal samples (false 

positives) out of the total number of normal samples, as 

shown in (3): 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 

               

(3) 

According to these criteria, an IDS performs better 

when it has higher accuracy (ACC) and detection rate 

(DR), and a lower false positive rate (FPR) [13], [16]. 

Experimental Results and Discussion 

In this section, we present the results of experiments 

conducted on the proposed intrusion detection system. 

We used the KDDTrain+ dataset for training and both 

KDDTest+ and KDDTest-21 datasets for testing. For 

evaluating the proposed IDS, all data in the dataset are 

divided into two classes: normal and attack, and all 41 

features of data points have been used in the algorithm's 

training phase. Table 4 indicates the result of testing 

performed on the two datasets, KDDTest+ and KDDTest-

21, using the proposed IDS. 

Table 4 shows the number and ratio of the four 

parameters: True Positive, True Negative, False Positive, 

and False Negative. It also shows the False Positive Rate, 

Detection Rate, and Accuracy of the algorithm.  
 

Table 4: Test results of proposed method on KDDtest+ and 
KDDtest-21 
 

Subsets KDDTrain+ 
KDDTest-

21 

#TP 
10404 
46% 

7269 
61% 

#TN 
9275 
41% 

1746 
15% 

#FP 
436 
2% 

406 
3% 

#FN 
2429 
11% 

2429 
21% 

FPR 4.49 18.87 
DR 81.07 74.95 

ACC 87.29 76.08 
 

As can be seen, the proposed method has achieved 

significant results. Although many researchers use the 

NSL-KDD dataset to demonstrate the performance of 

their intrusion detection systems, few have provided the 

total accuracy of their method. As mentioned in 2th 

Section, the following algorithms have good results in the 

NSL-KDD data set:  

 FSSL [7] 

 RNN-IDS [13] 

 FSSL-EL [14] 

 TSE-IDS [15] 

 DCNN [16] 

 DTBE [17] 

 ICVAE-DNN [18] 

 CFS-DE_based [19] 

 IGAN-IDS [20] 

 I-SiamIDS [21] 

 SVM [35] 
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 em J48 [36] 

 Two-tier classifier [37] 

 Ensemble J48 PART [38] 

 CNN-BiLSTM [22] 

 AS-CNN [23] 

 BAT-MC [24]  

 HSDN [25] 

 DSN [26] 

 CRISP-DM [27] 

 Pardeshi [28] 

In this section, we compare the total accuracy of the 

proposed algorithm with that of methods mentioned 

earlier. We focus on recent works with remarkable 

results, avoiding comparisons with older studies. Fig. 6 

and Fig. 7 display the total accuracy obtained by using the 

KDDTest+ and KDDTest-21 datasets, respectively.  

 
Fig. 6: Comparison of the accuracy of solutions using KDDTest+ 

data set for binary classification. 
 

It’s important to note that the reported results in the 

CFS-DE_based method, a commonly used approach, are 

based on testing with all features in dataset. Also, it is 

worth noting that CFS-DE_based [19], IGAN-IDS [20], I-

SiamIDS [21], SVM [35], J48 [36], Two-tier classifier [37], 

Ensemble J48 PART [38], CNN-BiLSTM [32], HSDN [25], 

DSN [26], CRISP-DM [27] and Pardeshi [28] have not 

reported results on KDDTest-21.  

The results show that the total accuracy of the 

proposed method in both experimental datasets is 

superior to all other mentioned algorithms. As described 

in 3th Section, this method employs a three-layer hybrid 

system, with each layer responsible for detecting 

different types of attacks. Additionally, the sequence of 

execution of these three layers significantly contributes to 

the overall success rate and detection of intrusions. As 

illustrated in Fig. 6 and Fig. 7, the proposed method 

achieves a higher degree of accuracy. Despite the smaller 

number of samples and the similar types of attacks in the 

KDDTest-21 set compared to KDDTest+, the proposed 

method still maintains high intrusion detection accuracy. 

Notably, more studies report results on the KDDTest+ 

database than on KDDTest-21. 

 
Fig. 7: Comparison of the accuracy of solutions using KDDTest-

21 dataset for binary classification. 
 

Evaluating intrusion detection systems requires 

considering metrics beyond accuracy. As previously 

mentioned, DR measures the proportion of actual attacks 

correctly identified, reflecting the system's ability to 

detect threats, while FPR quantifies the proportion of 

normal instances incorrectly classified as attacks, directly 

impacting the number of false alarms. A desirable IDS 

aims for a high DR and a low FPR. Our proposed method 

achieved a DR of 81.07% on KDDTrain+ and 74.95% on 

KDDTest-21, demonstrating strong performance. Our FPR 

was 4.49% on KDDTest+ and 18.87% on KDDTest-21, 

representing acceptable results. 

It is important to note that many related studies do not 

report both FPR and DR directly, limiting direct 

comparison. Among the studies that do, ICVAE-DNN [18] 

reports DRs of 77.43% on KDDTrain+ and 72.86% on 

KDDTest-21, while RNN-IDS [13] achieved a DR of 72.95% 

on KDDTrain+. For FPR, FSSL-EL [14] reported 5.31% on 

KDDTest+ and 20.35% on KDDTest-21, and RNN-IDS [13] 

reported 3.6% on KDDTest+, which is lower than our 

method's FPR on the same dataset. It should be noted 

that other reviewed studies either used different 

evaluation metrics or calculated DR and FPR separately 

for each attack type, making direct comparison in this 

section inappropriate. 
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The difference in FPR between KDDTest+ (4.49%) and 

KDDTest-21 (18.87%) for our method highlights the 

significant impact of dataset characteristics. The KDDTest-

21 dataset, with its higher proportion of unknown attacks, 

presents a greater challenge for accurate classification. 

This suggests that while our method effectively handles 

known attack patterns, further refinement is necessary to 

improve its ability to generalize to unseen attacks and 

consequently reduce the FPR in such challenging 

scenarios. 

One crucial aspect to consider when deploying 

intrusion detection systems in real-world environments is 

the speed of detection execution. To address this, we 

have examined the time taken to process an input sample 

at each of the detection layers individually. 
 

Table 5: The spent time of each detection layer 
 

Detection layer Detection 
method 

Type of 
learning 

Spent time 
(S) 

Based on 
heuristic rules Signature - 1.0753*10-4 

Based on 
clustering Anomaly Unsupervised 3.3016*10-4 

Based on 
neural 

networks 
Anomaly Semi-

supervised 614.5862*10-4 

 

Table 5 indicates that the first and second detection 

layer does not require much time to diagnose, and their 

time consuming is close to real-time. The third detection 

layer is more time-consuming due to the BPNN classifier. 

It can be said that by using of powerful processors it is 

possible to implement intrusion detection systems in real-

time environments. 

Conclusion and Future Work 

In this paper, we proposed an intrusion detection 

system (IDS) employing a hybrid approach to address the 

challenges of detecting intrusions without training 

samples and distinguishing between normal samples and 

those with similar patterns. The system incorporates 

three detection layers, each employing distinct 

methodologies to differentiate intrusions from normal 

samples. The first Detection Layer utilizes signature 

detection, leveraging heuristic rules to identify known 

intrusions similar to normal samples. The second 

Detection Layer is an anomaly-based approach using a 

clustering method to detect unknown intrusions. The 

third Detection Layer is another anomaly-based approach 

using a classification method, specifically a back 

propagation neural network (BPNN), to detect known 

intrusions with available training samples. 

For evaluation, we utilized the NSL-KDD dataset. By 

providing solutions for handling similar normal intrusions, 

intrusions without training samples, and intrusions with 

training samples, the proposed system demonstrated an 

increased detection rate and overall accuracy. A 

comparative analysis of the proposed method's total 

accuracy against several recently proposed methods 

evaluated using the NSL-KDD dataset highlights the 

effectiveness and success of our approach. The hybrid 

nature of our system, combining signature-based and 

anomaly-based methods, ensures robust performance 

across various intrusion scenarios. 

Future research will focus on exploring alternative 

supervised learning algorithms to replace the back 

propagation neural network in the third detection layer. 

We anticipate that finding a more efficient algorithm 

could further enhance the detection rate and accuracy of 

the proposed IDS, thus continuing to improve its 

effectiveness in real-world applications. 
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IDS Intrusion Detection System 
DoS Denial of Service 
R2L Remote-to-Local 
U2R User-to-Root 
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DR Detection Rate 
FPR False Positive Rate 
BPNN Back Propagation Neural Network 
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